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The exponential growth in data center energy demand
poses a challenge to the sustainability of future compu-
tation. According to the IEA, data centers may con-
sume up to 8% of global electricity by 2030 [4]. Among
the most energy-intensive workloads are NP-hard opti-
mization problems like the Traveling Salesman Problem
(TSP), which underlies logistics applications including
routing for UPS and Amazon [5]. Certain quantum al-
gorithms offer an alternative with potential reductions
in both time and energy complexity.

Figure 1: Traveling Salesman Graph (4 Cities)

The TSP seeks the shortest tour through n cities,
visiting each once and returning to the start. Its cost
is given by:

Cost(π) =

n−2∑
i=0

d(π(i), π(i+ 1)) + d(π(n− 1), π(0))

Classically, this can be solved via brute-force search
(O(n!)) or the Held-Karp algorithm (O(n2 · 2n)) [6, 7],
both used here as benchmarks.

To solve TSP on quantum hardware, the Quantum
Approximate Optimization Algorithm (QAOA) was im-
plemented using Qiskit and PennyLane. The cost and
mixer Hamiltonians are derived from a MaxCut formu-
lation, compiled into sequences of RZ, RX, and CNOT
gates [1].

QAOA prepares the state:

|ψ(γ⃗, β⃗)⟩ =
p∏

k=1

e−iβkHM e−iγkHC |+⟩⊗n

where HC encodes the cost and HM is the mixer Hamil-
tonian [1]. For a 4-city problem with depth p = 2,
the circuit was constructed using real IBM Sherbrooke
backend data [2].

Gate counts scale as follows for n cities: n
Hadamards, n RX, n(n−1)

2 RZ, n(n− 1) CNOTs, and n
measurements.

Energy usage was modeled using E = P ·t, with quan-
tum systems assumed to draw 25 kW [8] and classical
CPUs 200W [3]. Using backend data, we extracted gate
durations: 1Q = 57 ns, 2Q = 533 ns, and measurement
= 1.216 µs [2].
For a 4-city TSP, one QAOA execution consumed

1.34× 10−7 kWh (0.48 J), and the full cold-start train-
ing (200 steps) required 96.3 J. Pretrained (hot-start)
QAOA eliminates this overhead. Brute-force and Held-
Karp scale steeply, while QAOA becomes more efficient
beyond 22 cities (hot start) and 30 cities (cold start),
which matches expectations.

These findings highlight QAOA’s potential as an
energy-efficient alternative to classical optimization for
large problem sizes. With realistic gate times and hard-
ware models, quantum computing offers tangible en-
ergy advantages in domains such as logistics, where en-
ergy costs directly affect emissions and infrastructure
demands.

This supports the UN Sustainable Development
Goals: SDG 9 by promoting energy-aware computing
innovation, SDG 11 by enabling more efficient transport
systems, and SDG 13 by reducing the carbon footprint
of computation-heavy operations [9].
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