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Lecture #6:
Control systems technology

for a Tokamak Plant
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Summary

Slow control, plant supervision

Real time hardware control basics

Digital processing and control technologies
Real-time networks

TCV’s digital control system hardware

= Actuators

= Tokamak control systems software aspects

= TCV’s digital control system software, applications
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=PFL Tokamak machines from the control point of
view

= Tokamaks are part of the so called “big-physics” devices that
encompass many technologies

= They run in a “plant” that takes 24/7 care of systems like
temperature, vacuum, security etc.

= They are still mostly “pulsed” devices that have physics operations
for often (far) less than 10% of wall-clock time

= During not operation periods control usually is delegated to slow
unmanned plant control systems

= During these pulses, heightened activity is common and real-time
feedback control is mandatory to control and sustain the plasma
and to achieve scientific results
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Slow control (plant
supervision)

Control and Operation of Tokamaks, 06.02.2025, Lausanne

L

Galperti Cristian



=FFL Slow control system architecture

Keep ALL systems necessary for running all components of the plant (including

water flows, air temperatures, servicing requirements all the way to machine shot
preparation)

Plant “live”
database

Usual update
Il Swiss HMIS rate < 10 HZ

Plasma
Center
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=PrL OPCUA protocol
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OPCUA :
server n

N cOoFr)lggc':At\ion —2 running on a g
~ local control pe
~—— system a4
Production OPCUA 4
live DB client  connection -

= Vendor and platform

2] [ [ s o o —[ o ]
Y AR OPCUA independent
; connection

= Connection based (server/client
model)

510 Tpes
3 views
- o | 2

GUI based

debug client e e - Secureq (e_ncryptlon and
_ authentication)
Script based / direct nodetd : _
debug client = Available from many control
| | equipment manufacturer as well
m swiss  https://opcfoundation.org/about/what-is-opc/ as open source developers

Center
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=F7L  Amodem integrated subsystem

[@]

33
28

LEAVE EMPTY FOR ACCESS TO BECKHOFF MODULES
AND TC EF1 AND EF2 FIBER OPTIC SQCKETS 7

[@]

Field signals
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A\ 4

Launcher local
controller

TCV ECRH
top fast-
launchers L10
and L11

o
\_L/
> >
Commands and status exchange \'L/
via OPCUA protocol and Vista DB
OPCUA/Vista bridge

Launcher
control
panel
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Real-time control
hardware basics
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=PFL - Digital real-time control of tokamaks

A »Inl outl ﬂ
i Ij error \J cammand

Reference Controller
(Programmed (Plasma shape control)
plasma shape)

Feedforward
(Plasma shape
FF signals)

geasure/{eedback|

o Actuators
e 2 (PCV's thyristors power supplies)
Diagnostic/sensor Plant
(TCV magnetic probes) (Tev)
Il Swiss
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Digital real-time control of tokamaks

Reference Controller
(Programmed

plasma shape)

cammand

Analog Domain

Feedforward
(Plasma shape
FF signals)

geasure/feedback

Digital domain

i % i la Actuators
imyll (TCV's thyristors power supplies)

Diagnostic/sensor
(TCV magnetic probes)
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=F7L Analog to digital conversion (1)

ANALOG COMPONENTS
DIGITAL COMPONENTS

Thm

Tiwe wamplad @ignal

Analey algnal

I

aamplad

& bits

>
Tina kNN

Y

Y

and guanti

Source signal
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Hold

(setkbings: B-bit converter

Vmin: -10, WVmax:

ADC Zero-Order Idealized ADC guantizer

10l

ANALOG TO DIGITAL

ad aignal

Sampling

8 bit encoder

CONVERTER

8 bit digital data
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bin

0000

0000 0000

0000

bin

0000

0000 0000

1000

bin

0000

0000 0001

0000

bin

0000

0000 0001

1000

bin

0000

0000 0010

0000

bin

0000

0000 0010

1000

bin

0000

0000 0010

1111

bin

0000

0000 0011

0110

bin

0000

0000 0011

1110

bin

0000

0000 0100

0101

bin

0000

0000 0100

1011

HDD controller

bin

0000

0000 0101

0010

bin

0000

0000 0101

1000

bin

0000

0000 0101

1101

bin

0000

0000 0110

0011

bin

0000

0000 0110

1000

HDD

DIGITAL ACQUISITION SYSTEM
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=F7L Analog to digital conversion (2)

Common problems and pitfalls
= \Wrong input signal level

 too low: quantization noise ->
open loop

* too high saturation and signal
clip -> open loop

* Need adjustable input amplifiers

= \WWrong input signal speed

Il Swiss
Plasma
Center

- Alias effect and signal and noise
spectrum pileup -> poor
controller performances

* Need correct input analog
filtering

ANALOG COMPONENTS

bin 0000 0000 0000 0000

bin 0000 0000 0000 1000

DIGITAL COMPONENTS [iij

bin 0000 0000 0001 0000

bin 0000 0000 0001 1000

bin 0000 0000 0010 0000

Source cignal

8 bit encoder
ANALOG TO DIGITAL CONVERTER

= WWrong sampler timing

bin 0000 0000 0010 1000

bin 0000 0000 0010 1111

bin 0000 0000 0011 0110

bin 0000 0000 0011 1110

bin 0000 0000 0100 0101

bin 0000 0000 0100 1011

bin 0000 0000 0101 0010

bin 0000 0000 0101 1000

bin 0000 0000 0101 1101

bin 0000 0000 0110 0011

bin 0000 0000 0110 1000

HDD

DD centroller
DIGITAL ACQUISITION SYSTEM

» Loss of synchronicity with the rest of the

plant

* Wrong storage timebase -> control
system resimulation almost impossible
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=PFL Analog to digital conversion, sample frequency
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=F7L  Digital to analog conversion

Common problems and pitfalls

= \WWrong output signal level

 too low: quantization noise ->
open loop

* too high saturation and signal
clip -> open loop HE G0 pac sawuracion  Oac sero-ordr

* Need well designed control

ma_th and DAC . aCtuator DIGITAL TO ANALOG CONVERTER
matching

= Too poor resolution / too high
offset Suggested common solution: use direct

« Sometimes poorly designed digital control — actuator interfaces whenever
control-actuator chains may it is possible
lead to too little control
resolution / too high offset

(E—
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=P7L A minimal digital control chain

ANALOG COMPONENTS
DIGITAL COMPONENTS
Fgample = 1kHz

Analog mignal

Zarc hold analeg

Digital inpu

12 bits

Source signal

Il Swiss
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Center

T . n

Signal conditioner

ADC

ADC Zero-Order Idealized ADC guantizer
Hold (zettings: 1Z-bit converter
vein: -1¢, Vmax: 10}

ANALOG TO DIGITAL CONVERTER

ADC Calibration

To floating point

[y
o

Galperti Cristian

Calibratsd mignal

PROCESSING

Proceessd salibratad

DAC raady digital

DAC code conversion

Conditioner calibration Processing DAC code generation
DAC Saturation DAC Zerc-Order

Hold

DIGITAL SIGNAL PREOCESSING DIGITAL TO ANALOG CONVERTER

Control and Operation of Tokamaks, 06.02.2025, Lausanne

Analog mntaut



=F7L A minimal digital control chain

ANALOG COMPONENTS D D
DIGITAL COM P —
Fgsample A 1kHz
PROCESSING
N—— | R [ s
12 bits
I~ : :
To Aloating point DAC code conversion
Signal conditioner ADC Calibration Conditioner calibration Professing DAC code generation DAC gain

Source s\gnal C Zerc-Order Idealized ADC guantizer DAC Saturation DAC Zerc-Order

Hold (settings: 12-bit converter Hold

vein: -1¢, Vmax: 10}
LOG TO DIGITAL CONVERTER IGNAL PROCESSING DIGITAL TO ANALOG CONVERTER

™\

The signal is pre-treated in In digital we compensate
analog domain before for the analog pre-
The ADC treatment

Il Swiss
Plasma
Center
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L Time chart of a real-time computer

Typically, a real-time digital control hardware cyclically executes the control
code triggered by a timing system. Usually the trigger is common with the
ADCs (but not mandatory). Multiple concurrent processing and/or data
transfers may happen (especially with multi cores CPUs)

=3t

L

t=0 t=1t t=2t t
TCV clock
ADC acquisition
ADC/DAC ADC/DAC ADC/DAC
DMA DMA DMA
DAC update DAC update
CPU polling CPU polling| CPU pollind
Initiate the DMA | Initiate the DMA Initiate the DMA
transfer *TO* RFM| transfer *FROM* RFM transfer *TO* RFM |
RFM DMA transfe - i : I 1 . \
taking place e % %\F\:* Transferring :
= I
1= 2t |
< -

t=0 t = It_ Time between ADC acquisition
and following DAC update

From J. |. Paley et al. Real Time Conference (RT), 2010 17th IEEE-NPSS
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=L Time chart of a real-time oversampling computer

TCV clock
t=0 1 t= 1t t=2t t=3t,
|l ADC acquisition o ADC acquisition o ADC acquisition ol
“B” ADC DATA BUFFER “A”| ADC DATA BUFFER “B” | ADC DATA BUFFER “A” [“A”
ADC/DAC ADC/DAC ADC/DAC W
DMA DMA DMA L
DAC update DAC update
Initiate the DMA Initiate the DMA Initiate the DMA |
transfer *TO* RFV[ transfer *FROM* RFM transfer *TO* RFME
RFM D Transferring | :
lﬂklng plac \:‘
t=2t
-4 |
t=0 t=1t_ Time between ADC acquisition t=3t
B Swiss and following DAC update
Plasmi

Center

Basically a
(double) buffer is
inserted between
the ADC digital
outputs and the
DMA source
endpoint.

ADC data are now
tranferred in
bursts into the
host PC memory.
This frees the
sampling
frequency upper
bound.
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An example, real-time magnetic islands detection
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EPFL 7
SoC (System on chip)
System on chip combine

ProceSSing SVStem Static Memory Controller Dynamic Memory Controller PfogrLao';i':lable Support for Complex COde
s gt Sytem Gates, execution (e.g. kernels)
given by CPUs to custom
circuitry flexibility granted
by FPGA on the same
chip. The may also embed
specific standard 1/0
modules and/or
mainstream bus endpoints
like PCle. They are the
primary choice nowadays

i~ BA*

2% SPI o = e

2x 12C
2x CAN

vO 2x UART

"

GPIO
2x SDIO

w/ DMA

2x USB
W
2x GigE

w/ DMA

Multi-Standards 1/0s (3.3v and High-Speed 1.8v)

$ $ } for high performance
control embedded
Multi-Standards 1/0s (3.3v and High-Speed 1.8v) Multi Gigabit Transceivers systems, even in fusion.

AMD/Xilinx ZINC7000 SoC
W Swiss https://www.xilinx.com/products/silicon-devices/soc/zynq-7000.html

Plasma
Center
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SoC, new TCV distributed communication processor

ethernet
from previous
system

AMD/Xilinx ZYNQ7000 Z7020 chip

eth1
interface

Real—time
ethernet
(EtherCAT)
FPGA

ARM
Cortex A9
processor

Legacy
TCV
backplane
elelalige]

caore VHDL

eth? interface

interface
unit On chip

bus
(AXI bus)

ethernet
to next
system

Communication field-bus AMD/Xilinx ZYNQ7000 System on Chip

° DaiSy Chainable, EtherCAT based . H|gh|y Conﬁgurab|e, future proof
* Real-time data exchange support architecture

* Precise time distribution support « Real-time network data traffic and

M Swiss time handled in hardware
Plasma

Center

Analog and digital 1/0

==

Programmable analog

I

Time distribution

D

Field signals

TCV control backplane bus

Legacy TCV control systems backplane

» Supports all already developed control
electronics systems (since 30 years)

Allows integration of new and modern
control communication networks into
legacy control hardware

Control and Operation of Tokamaks, 06.02.2025, Lausanne
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=PrL

104A-MS 1 GHz High Definition Mixed Signal Oscilloscepe

SoC, new TCV distributed communication processor

|HD! TELEDYNE
2096

128.178.126.108 LECROY

FTXILINX -

Platfarm Cahla H1eR 1

Communication field-bus AMD/Xilinx ZINQ7000 System on Chip Legacy TCV control systems backplane
« Daisy chainable, EtherCAT based - Highly configurable, future proof * Supports all already developed control
«  Real-time data exchange support architecture electronics systems (since 30 years)
«  Precise time distributi t . . ' » Allows integration of new and modern
recise fime distribution suppor Real-time network data traffic and control communication networks into
B Swiss time handled in hardware legacy control hardware
Plasma
Center

Photo courtesy of Swiss Plasma Center Electronics Lab
Control and Operation of Tokamaks, 06.02.2025, Lausanne
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Central processmg umts (CPUs)

Intel 17 architecture

All complex control systems nowadays run on
multi-core CPU architectures, a lot of Linux
based RT computer tend to put the kernel on
- the first core, leaving the other free for RT
computation (but highly s.o. dependent)

Control and Operation of Tokamaks, 06.02.2025, Lausanne
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=Pl Graphics processing units (GPUs)

£ Kernel definition
__global__ void VecAdd(float* A, float* B, float* C)
1
int i = threadIdx.x;
C[i] = A[i] + BI[il;
}

Con

P
kron

L2 Cache

1
L3 Cach
~-

int main()

S/ Kernel invocation with N threads
VecAdd<=<1, N==={A, B, C);
DRAM o
}
CPU GPU

= GPU offer a large number of parallel execution
threads, hence are the primary candidate to
execute machine learning related controls (i.e.
neural networks) or other computationally

intensive parallelizable data processing algorithms ‘ Mathworks@ R2024b

= Not used so far on TCV (NN executed on

conventional CPUs, but advances in interface I
software will facilitate their integration) GPU COdE Generahon@
m swiss Nttps://docs.nvidia.com/cuda/cuda-c-programming-guide/ Generate CUDA™ code from MATLAB™ code

Rlasma  https://ch.mathworks.com/help/signal/gpu-code-generation.html
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Real-time networks
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=PrL

TCV's control system Iayout demand of real-tlme

networks o A ) R~
i N 1 HEN :
. i 1 ] o
= Tokamaks are spatially I} I | g e o
distributed experiments, & | J
hence they require i ™ SALL
inherently distributed VAN ARRETICS (>150%) i_,.a‘ |
control systems A 2
] ] ) | i J 7 FUELING. VALVES 4 35) COILS m\".v'E?TE
= For data distribution among L; - E( * .
SYStemS -> need for { . ‘ xrolmc‘ (5240x) ';i]" i t:r:.?“
realtime data networks 4 TN < g
= For time distribution among 3 ] N
systems -> need for 1] s . JEN . TR 1
. . . . e o e {n Ll h
distributed timing systems HooEE - B T~ 2 AR == 1
L7 = = &
: | o % = ':-) I"—_L‘EF'-)
= syiss Ll o ,”h it
Center | = 2T i .
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Reflective memory networks

Serial communication channels have
to guarantee the minimum latency
time to transfer data from one point to
the next. RFM is a hardware/software
agnostic fast (>2gbps) fiber optic link
which automatically synchronizes
memories between several hosts.

Fxl Fxl

] Heflective Memory Fiber
https://www.abaco.com/products/reflective-memory

Control and Operation of Tokamaks, 06.02.2025, Lausanne
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=PFL EtherCAT networks EtherCAT (Ethernet for

Automation and Control
Technology) is an Ethernet
based control network.
The goal during
development of EtherCAT
was to apply Ethernet for
automation applications
requiring short data update
times (also called cycle
times; < 100 us) with low
communication jitter (for
precise synchronization
purposes; < 1 ys) and
reduced hardware costs.
(https://en.wikipedia.org/wiki

Il Swiss /EtherCAT)

Plasma
Center
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EPF

Il Swiss

- DDS networks (publish / subscribe concept)

DATA

WRITER
DATA
WRITER

Topch » TOP'CB /

DDS DOMAIN

DATA
WRITER
—_—

DATA _>  Topic C
WRITER =
DATA
Topic D READER
DATA V
WRITER DATA
READER

DDS (Data Distribution

DATA
READER
DATA
READER

DATA
READER

www.dds-foundation.org

Plasma
Center

QoS

s Service) is a middleware
protocol and API standard

« Data is published by
data-writers and
subscribed to by data
readers.

Highly scalable, only
data dependent.

QoS

Control and Operation of Tokamaks, 06.02.2025, Lausanne
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08

0.6

Bolometers

04

0.2

Z(m)
o

0.4

-0.6

0.8
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Center

Yy

08 1
R(m)

DDS network TCV example

Bolometry “topic” publisher

MDSplus

TCV synchronous
144 lines of sight, 10 kHz sample rate
1 kHz publication rate

Fiducial counter part of the topic

QoS

DATA
WRITER

il

WRITER

DATA
WRI"ER

G TCV time

B-Y

- dds-boloLjscp | X

del0-nod

[m] I -...alpertifjScope;

DDS domain

DAT A
WRITER \

DATA
Toplc D READER

Bolometry “topic” subscriber

= TCV synchronous

=  Asynchronous (non blocking)
subscription

Toplc B

' Topic A DATA
: T READER
’ DDS DOMAIN
\ onra. Gl
READER
owra G TopicC g

T8 Toviime c

I:Il -...alpertifjScope/configurations/bolo/nodel0-node04-dds-bolol.jscp | X|

File Pointer mode Customize Updates Autoscale Metwork Help

File Pointer mode Customize Updates Autoscale Network Help

LILRE e e TR e

roo0oc BLACK:-publisher
RED: subscriber

900:0

0.0 gro2 003 004 0.05 0.06 -
) Paint ® Zoom ) Pan () Copy Shot_4/[84433 | Apply | s

[1.14RB714881760253, 2798.0] Expr : RICODEV.DDE.BOLOOOL EOWEE. ...

FIDUC\AL CDUNTER

FRO:0- BLACK pub“sher
RED subscrlber i

780:0

MDSplus

00537 0g38 0039

0432 0.g33 0034 0035 O ESE

i¢ © Point ® Zoom ' Pan ) Copy Shot /(84433 || aApply | Sic

HBReI0E.031

[1.1469T14881760253, 2758.0] Expr : RICOEV.DDS.BOLO00L.PCHER. . ..

| | status: Al Wavleata Server:spescddev

| | Status: All wave Data Server:spescddey
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=PrL Distributed timing systems, hardwired

CONFIG FIELDBUS

wn o] | —— T

UNITT © UNIT2,

N N

SCALE CHIFP COUNTER CHIP SCALE CHIF COUNTER CHIP

cTRIGGER

Il Swiss
Plasma
Center

= First sync concept
deployed on tokamaks

= Pros:
« architecturally simple.
* maintainable and
upgradeable for a long
time
= Cons:

* Best sync accuracy: 1
us

* No 24h/24 sync (only
pulsed sync)

* NO sync groups
* No industrial support
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=Pl Distributed timing systems, network based

?"‘ @3 q) = Current industry & research standard
Hilt]

e = Pros:
» Best sync accuracy: 1 ns (research,

WhiteRabbit project), 100 ns (industry,
PTP and EtherCAT DC).

i

i

eadhg Thoipge . « 24h/24 sync and sync groups out of the
maitre esclave Horodatages b OX
connus par {
I'horloge { . .
. - |  Strong industrial and research support
J“, | - Easy deployable and debuggabile (it is
v - | like a computer network)
Follow_Up’ ™~ ~ - - - Con S:

« Still low widespread availability of

| "~ DelayReg e control equipment based on them, but
‘;” situation is evolving rapidly.
t

http://white-rabbit.web.cern.ch/

B ~Delay_Resp = https://en.wikipedia.org/wiki/Precision_Time Protocol
- Eﬁfﬁ; TSl t, to, ta, e
Cente v ' {
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TCV's digital
control system
hardware
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I NODE 5 AND 6 NODE 1 0 H H a
P mam,  Eemun, b TCV digital distributed
|?(-5 H, TkHz _ 1? .7 GHz 200KHz %‘é;
: Do control system (SCD)
NODE MANTIS NODE 9 %é
e REAL—TIME VISION THOMSON SCATTERING & © . .
g3 toot - NODE 45 = Various types of interconnected
Qn 3.1 GHz 0.8kHz [t =3 7 ,:H: BOHz o oo .
3hoi ol s gL E B 29 ra- control subsystems:
o3% = SEZ |é°y
o33 2 28% 283 * Low latency systems for hard real
NODE 7 = | oo 2 e time control at fastest rate
40 FAST MAGNETICS 'E MAIN CONTROL g’;oN .
278 o ek i » Oversampling systems for fast
2oy 23z diagnostics acquisition followed
nES g8 . 323 by complex real-time analysis
s o ] algorithms
- AALYSS NoDE e 9nF * Multi-core computational systems
o kel 7 ot |B| | 28 for CPU hungry codes
e . NODE BKM1 e  Real-time vision nodes for vision
ETHERCAT MASTER Lo .
NODE _ - B in the loop systems
| : | =54 « Not isochronous system (real-
- (%W VT time thomson scattering)
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I NODE 5 AND 6 NODE 1 0 | | a2
P, T S ke T Be TCV dlgital distributed
35 G e | J[= [3.7 GHz 200kHz] gé;
BT control system (SCD)
JE| R vy Touson soene £ < = Central main plasma control
4o W oy e B OO W £ e e B il system duplicated on two
2e2 | Weoes  |Eje g 1B 10 cores ggg e identical machines
233 E ~53 [C-8 _
o =85 293 = Reflective memory as real-
= B 1¥ m time network backbone
oNg NODE (RELEASE 2= .
b+ ]33 g o ggg = Multi-core CPU only based
‘fgé %110 cores G (no GPUs to date)
oo (] | = EtherCAT for fast, fexible,
o O | 8, distributed and cost
9 B effective 1/O interconnection
82 23 )
33 P
= s = — https://doi.org/10.1016/j.fusengdes.2024.114640
C:r? FIELDBUS
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= Central main
plasma control
system is
interfaced with a
realtime EtherCAT
network for flexible
1/0
interconnections,
and direct digital
drive of actuators

=PrL A i 3
TCV digital distributed control system, EtherCAT
- S &
NODE 2 ¥ o A
MAIN CONTROL & & Ly
NODE (RELEASE) & & &
[=[3.3 GHz 10kHzZ| Ny Ny o o
i | Intel 9 ’ 2] (2] N fox
“ 110 cores ‘ & & éb ‘4(/)
NODE 3 L
MAIN CONTROL Q
NODE (DEBUG) : l l l l
< | 3.3 GHz 10kt JU]-
L | Intel i9 1) ~
~ 110 cores ,\é— § ef\’
N )
S F 3
< < 2>
&« s & &
NODE BKM1 & ,§ & <
ETHERCAT MASTER & & & Q &
NODE Y & & L &
1.46 GHz 5kHz
Intel Atom
1 core
Il Swiss
Plasma
Center
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(]

192CH
ADC

ETHCAT masTer| " O

CPU1 CPUn

O Of

NODEO2 \aD

CPU1 CPUn

L3 L

NODE03

\

RFM NETWORK

ETHCAT NETWORK

64CH
DAC

[ kg={ g1

Il Swiss
Plasma
Center

Node 02
Industrial PC

(tcvrt20.crpp.tcv)

Node 03

Industrial PC
(tcvrt21.crpp.tcv)

=P7L__TCV main control nodes (node 02 and 03)

= N\

Inputs patch
panels

ADC input system
(acq2106_076

192 channels up to 1
MHZz)

DAC + PWM output
system (acq2106_079,
64 (up to 128) channels
and 32 PWMs)

Outputs patch
panels
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Actuators
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=PrL

Il Swiss
Plasma
Center

Tokamak actuators, a list

= Coils voltage power supply. They are usually multi MW controllable
voltage or current mode power converters either using thrystors or high
power transistors technologies.

= Gas injection systems, either composed of flux controllable gas valves
or pellet injectors.

= Auxiliary RF based heating actuators, usually MW grade RF generators
with associated power supplies. They usually encompass mechatronics
or radio-frequency components to steer the RF beams.

= Auxiliary neutral beams based heating actuators, usually composed of
an ionized gas generator, a linear accelerator and a gas neutralizer.
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=PFL Direct digital drive of actuators, examples

' AN

» Linux EtherCAT

master stack £

= All digital realtime 1/O
with actuators

* ECRH_L10+L11
mirror angle
comman

« ECRH_L10+L11
mirror angle
measure

 All machine coils
voltage command

+ All machine coils
voltage and current
measures

» https://esd.eu/en/products/etherca
t-master

Il Swiss
Plasma
Center

u https://imperix.com N Va

I‘\‘\.l
Iﬁ\l
&
a4
[“;] i
%]
- L
= <
o

AC Supply

Ko Kon
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L=y = L= | | ] -
=PFL  Direct digital drive of actuators, F coil example -
Magnetic 4, Controller + SCR rectifier ‘i
controller . S b [T VR

114 signals, 10kHz refresh rate

on realtime network =
e T ok ode Shplelhanol mpfed och (henped) - f..e Pointer mods Customize u;.ia'fi.l" efi'ﬁfi'ﬁifﬁ?f’T.'Zﬁl“w"mmmmmmw"g'em""e"
ﬁ"wn’ ", “ A N

LA L

H\M.\W i ””'M

200:0%

1000:0

T00:07

s i ] i HN i 04 : g : 300 [EIFEEEESCTTSOOUOOOS RSRSSORNNS S A B AL 1 L R Lo S : g : ;
0 3 a. 0: 3 0.6 0: 9 lih— 50@@ Qi R R 1 g 1i2 -3 a. 0:3 0.6 0:9 1.2 0.008 0.016 0.024 ' d32 .04 0.008 0.018 0.024 0.032 24
O Point ® Zoom ) Pan O Copy Shot «[[sas70 | J Apply signal: | | ) point ® Zoom ) Pan (O Copy Shot_<[34670 || apply |signal: |

[0.5431623931623932, 95.79800930482407] Expr : ref Shot = 84670 [0.021101880066163853, -35.08895348642854 Expr 1 meas Shoc = 84670

| | Status: Wave column 1 row 1 is updated pata serveriscd I | Status: All waveforms are up to date < 234 ms =

W Swiss Black F2 voltage ref, RED F2 converter measures

Plasma
Center
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FPS main power stage

Udec

G coil

d2

|

SCD node 03
10kHz
E— d1
PWM
e d2
Hybrid unit ’_B ‘_H [
emulator
5 d2
PWM di
unit
| |—>
FPS mode B and C comparison, standard shots
800 ' ——— 83586 +5004] |
000 —— 83569
600 :
500
400 +
L 300t
_D1
200 + 1
=7
100 + &' .
G‘JI ‘| ]l "11"‘1" |r T | ” -
00F [ ﬁ ‘ ﬁ” ” 1
-200 - :
0.35 0.4 0.45 0.5 0.55 0.6
time[s]

FPS mode B and C comparison, standard shots

—— 83586 +500A
— 83569

-100

0.429

0.43

0.431
time[s]

0.432

0.433

Direct digital drive of actuators, G coil example

= TCV internal vertical

stabilization coll
power supply can be
driven digitally, with
direct access to the
two sides its H
bridge

SCD is equipped
with two
independent phase
and duty adjustable
PWM modulators to
do this

G actuation linearity
around 1g=0 greatly
improves
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=PrL

File Pointer mode Customize Updates Autoscale Network Help

'O':g """""""""""""" o :

) Point J Zoom ® Pan (O Copy Shot ¢|[4728 | J Apply Signal:

[1.7972778700524057, 66151,30931273418] Expr @ ‘magnetics::iphi Shot = 84728

| |5tatus: Wave column 1 row 5 is updated

|Data Servertevdata

Center

Magnitude (dB)

Phase (deg)

-135F

-180

SISO actuator example, disturbances rejection

PID with D roll off and notch filter on a
servo-actuator resonance

High low frequency gain important for
disturbances rejection

launcher angle error -> motor force

100
g
L RO
“\\7\ ) /1
60 Bl — e >
57 B ¥
P

401 N

45 - - ———

101 10° 10! 102
Frequency (Hz)
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Il Swiss

=PrL

File Pointer mode cCustomize Updates Autoscale Network Help

?:0521. ........ ................... G}Q'SF['W'(F;!EF&'MEA'S'JE""""""

riclesfs 15
m
]
ra

o Pl

2 H] g, [oFc} 0i8 PE] :

I Poirs 7 Femem @ nan Sene orew slnamie 19 | v|| Apply | €

ita

VESSEL

Plasma
Center

= Main D2
fueling gas
valve flow
saturation

7N

Other actuators non-idealities examples

File Pointer mode Customize Updates Autoscale Metwork Help

: POLODIAL ANGLE [REF AND MEAS] :
amEg L DI PRI R

06

05 07

© point O Zoom ® Pan O Copy .,
[1.2251966657544204, 45.1505132513f§rﬁ'

| |1m 1rowlis update|[

= ECRH launch
angle phase shift
during extremum
seeking tracking
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Tokamak control systems
software aspects
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L = L

P71 Tokamak control systems, three key elements

Control system development

= Controllers design Real time control system
= System simulation, verification S|V — EXEC path = Control execution
& validation £ >

e

SIM — DB path EXEC — DB path

™Y

Experimental databases
N~—— » Previous experiments data and

NS parametrization

» Test results
e = Next experiment parametrization,
experiment data archiving

Il Swiss
Plasma
Center
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=F7L " ITER example

- Interfaces

PCSSP Control system simulator
Jririivion = Control design and V&V

- Diag/act/plasma

- Vav
- Codegen

Functional
requirements

SIM — EXEC path

Compare
component
unit tests

Codegen/
manual porting

- HIL
- Plasma/diag/act

Real time control system

<> RTF/ PCS - Control execution

component  Functional unit
level level

Il Swiss
Plasma
Center
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=P7L  TCV realtime digital control system case

SIM — EXEC path

MATLAB < >
» "SIMULINK

MATLAB/Simulink + SCDDS - ,
framework (Control code ;\/'ART92 IERGBJ time control
development and simulation) ramework)

SIM — DB path EXEC — DB path

@

E H

uuuuuuuu AN

\—-/
https://doi.org/10.1016/j.fusengdes.2024.114640 N\ = MDSplus (shot parametrization
= Sviss N « and data archiver)

Center
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=PFL  MDSplus data archiving system

Model DB lblée pulse
Pulse DB Pulse DB

creation archiving after
before the — the experiment

\ / experiment \ /

52
Archived ;
pulse DB g
O]

>
N~ N~

v v

i # jTrcal v A~ X
File Display Modify Edit

local

martetest_model? x PU Ise ;
execution

[& aop)
o |&2 Al
- |ar AD =
o |&# DIO
¢ |gr sT
|~ cHO1
|~ cHOZ
|~ cHO3 .
2t s Pulse config
|~ CHO6
|~ cHO7 ~]

ID

[%TREE-5-SUCCESS, O... |abort

W e Www.mdsplus.org

Center

>\__/
N

v
¢ Offline analysis

gj * - Scope - Untitled (changed) oA X

File Pointermode Customize Updates Autoscale Ne

TUUU::U N

o

srgupge M

spmaze P PHHA

: "g. 580 600 700 BEO--AG0E - 400D

O Point (® Zoom :Pan [ Copy Shot_][0-75

[0.000000000, O.000000000]

:Local
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=PFL - MARTe2 framework

MARTe2 is a C++ software framework  Compiled control code(s)

conceived to help building and running
real-time applications. TCV almost

Framework cfg file

entirely switched to it from 20109.

= Standardization and modularization of
realtime control applications

= Multithread/multicore applications
natively supported

= Component to load Simulink generated
code, with introspection

= Components to read/write MDSplus
entries

= State machine / messages interface,
now via OPC/UA server

= Extensive logging

\1 Realtime computer \l

RT Logger

HTTP
Interface

State
Machine

Message
Interface

T
Exterpal interfaces

DDB

2]

A,
A

O

O
8 8
i3 135 13 3

sjeubis paieys

N

GAMs —|

Realtime Thread ||/

MARTe

Il Swiss
Plasma https://vcis.f4e.europa.eu/marte2-docs/master/html/

Center
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TCV's digital control system
software, applications
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=-L  Simulink (and its paths)

MATLAB/SImulink®

Simulink modeled control

system part (e.g.
algorithm)

SCDalgo_hybrid

single

Hybrid_in ——— input

Hybrid controller inputs aggregator

Il Swiss
Plasma
Center

Real-time control systems PLANT

Node 2a:

Multi CPU node, for released
controllers

Typical rate 10 kHz

3.3 GHz CPU
(Intel i9 10 cores)

CPU1 CPU6

Node 2b:

Multi CPU node, for debug
controllers

Database systems

Control and Operation of Tokamaks, 06.02.2025, Lausanne
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=PFL - The SCDDS framework "
c
. . [
SCDDS framework, a MATLAB object oriented 3
. o
Simulink Control Development and framework to handle and interface control code s
DeplmentSum |classdef (Algtract) BCDDEclass_algo =
%8CD algorithm handling ckbiject
. . & The class holdes all information and
Simulink modeled control %  methods for handling a Simulink
% algorithm
system part (e.g.
1 properties (Sethccess = private, Hidden=falsea)
algonthm) modelname % Mame of the model
modelslx 2 glx model file name
SChalgo_hybrid folder % folder containing algorithm
datadictionary % Mame of the used data dictionary
«—> e
g realtime
! &%
Dutput clagsdef SCD_algo < S5CDDSclass_algo
end|
Hybrid_in ——] input
function|[obj] = ECDalgockij_hybrid()
Hybrid controller inputs aggregator o %% Hybrid controllar cors algorithm

obJ=8CD_algo('8CDalgc_hybrid');

%% Timing of the algorithm
obij=ckbj.settiming(—-4.5,1le-4,3);

%% Tunable paramatarzs structurs nama
ok j=ck],addtunparamstruct ('S5Chalgc_hybrid tp');

%% Tunable paramatersz

B Swiss gitlab.epﬂ.Ch/SpC/SCddS obij=cbj,addparameter (8CDclass_mdsparmatrix

gl::tn;f LGPL Open source |IC€I’]S€ obd=nbhd . addoaramatar (20Nalags mdanarmatrix
Control and Operation of Tokamaks, 06.02.2025, Lausanne



=PFL  SCDDS framework, overview

Set of instantiated objects in MATLAB
representing the control system

function|[obj] = BCDalgoobij_hybrid()

%% Hybrid controllar cora algorithm
cb]=5CD_algo ('ECDhalgo_hybrid');

%% Timing of the algerithm
cbij=ckj.settiming (—-4.5,1e-4,3);

%% Tunable paramatarz structurs name
cbj=ob],addtunparamstruct ('5CDalgc_hybrid tp');

%% Tunable paramatars
ckbj=ckj.addparameter (ECDclass_mdsparmatrix
ohi=cokh i addnarameater racnal ass mdsparmatrix

Il Swiss
Plasma
Center

Code generation and

deployment (MARTe2 based)
MARTeZ Cfg flleS l?go:i%j(i;rg node, for released
generation and

deployment

3.3 GHz CPU
(Intel i9 10 cores)

Real-time control systems

CPU1

Node 2b:
Multi CPU node, for debug
controllers

Parameters and
waveforms retrieval N

for code simulation \ /

Parameters

depl t for shot Database systems
on (MDSplus based)

execution

CPU6

[
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=PrL
Simulink algorithm with
tunable parameters
‘o
Il Swiss
Plasma
Center

SCDDS, code generation from Simulink

Linux shared library

Simulink coder with
enabled CAPI +C

compiler Shiived
CC oricc
@ ) Library
> SO
( v /
Introspective — =
interface for 1/O
ports
_In:rofspecftlvet bl Introspective Introspective
Interrace 10r tunapie interface for interface for
parameters internal states internal signals

Control and Operation of Tokamaks, 06.02.2025, Lausanne
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=PFL  SCDDS simulation and MARTe2 execution workflow

Galperti Cristian

Simulink model under

SCDDS (MATLAB)
parameters and
waveforms loaders

Simulink
MDS+ parameters and simulation
waveforms DB
! , Automa_tic code —
generation
N RT execution

MARTe2 (C++)
parameters and
waveforms loaders

it MARTe2 control system MDS+ shot data e’

Center
Control and Operation of Tokamaks, 06.02.2025, Lausanne



=PrL TCV standard plasma control code

DAC data preparation

& ADC calibration \
Linear switcheable controllers
Measures
/ computation
n, v <
e G MATRIX! phys 2 vols
T
Measures Setect IPOL E1-8, F1-8,0h1-2 Commands
References
m II
ref w w2 [ Tov
[ Cals) | TR O P dreet connactien of he | inputs, no signbit controlfl in this krplementation
- J A r—
H_.

) Errors Maa and R Feed forwards

compensation
Control and Operation of Tokamaks, 06.02.2025, Lausanne
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selection
controllers | aiices
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EPFL - TCV _s_tuand:Ld plasma control code

24 channels
PID
Transfer
functions

Il Swiss
Plasma
Center

—_— Real-time
< switchable
single [22x24] g
3.D TIk]
= Isingle [22x24] single (22)
— ] % ﬂ[m_-—zg“
a1l
NOTE: feedback paths pingle (22)
are inverted since in the [22x ,- Z
boolean ybiid systerm wo single (22)
compute err=meas-ref R
instead of err=ref-meas [22xf k 22
» doubie [24x1]
'E }—F KTs [doupe [24x1} ol ingle [22x1] single [22x1]
i g ;24 } Bl Jeouse pavy sing ingle f2ext] |22 ~ 122x® e
i . " I
. - w8 1 225 T} bomnmmerelin 1] |_LS. Raxt
int_reset pt—aF ©1 Integral
Path ngle
131
¥ PID
b Commands
> [22x1} P —
550 single [22x1] single [22x1] sinple [7 single (2
7 Y(z) }slnqle f2ax1] _[Ta7 fingle f2exi] s ; (zsz.,|> T { BT ‘ <
[2axT} Ulz) I [zaxffl_[i_[ [2ax1] i i 7 G matrix output
G2 Proportional
Path
single (22)
—
Tpless
switch or not
el single [22x1]
Yiz) ingle [24x1] mingne;zam ! (_Z‘F,»l\
Ui Rt [:] I 221} | g
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=PFL  TCV Simulink plasma control simulation example

SCDDS
loader

~—
N—
v

Shot parameters

From MDS+ P

Shot ADC data

From MDS+

SCDDS
N loader
S

N

Il Swiss
Plasma
Center

l' Shot simulation

4] 4

OH1_DAC

I~ GA51_DAC
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£PFL  TCV real-time shot reprocessing with MARTe2 example

MARTe2

JB_ loader
S
N

Shot parameters
From MDS+

Shot ADC data

From MDS+

MARTe2
N loader
S
v

Il Swiss
Plasma
Center

l, RT reprocess run
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=PrL

CPU#2
» Main linear magnetic controller

» Fast diagnostics and actuator
interfaces

CPU#3
* MEQ solver (RTLIUQE)

» Vertical growth rate estimator

\

» Disruption proximity estimator

» Active plasma shape controller

Multi CPU control layout on TCV

SCD_rtc_02 Timing Legend 9 >
aSCD rtc 02 » Y| mighlight [None ~ [ W%
i@ SCD_iceote 0201 da : = ~ Discrete Period
resmine
\ = [ ] 100.0000e-006
- e [ (] 1.0000e-003
* Model Wide Event

= () Init
= ~ Other
O thresd 2 - Constant

D Multirate

o R E—

thresd & I

CPU#4
+ Actuator manager and pulse .
scheduler (SAMONE) ST
CPU#5
* RAPTOR
m -
« RAPDENS s -
i » || B M
- SWISS Ready View 2 warnings 78% FixedStepDiscrete
Plasma
Center
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=F7L  And Its deployment with MARTe

SHOT
CONFIG
MDS+

Il Swiss
Plasma
Center

TCV diagnostics

‘CORE 1 134 Magnetics
+MDSParameters = 2 density (central FIR)
g#assff_ﬂDSObjLoader g 3 | 4 diamagnetics loops
ot=53600 = |
+Connection_tcvdata_tev_shot = { ADC/DAC % 2 21 coil currents
Class=MDSObjConnection & [
Server=tcvdata. epfl. ch Brokers a %
Tree=tcyv_shot <0 \I\A TCV actuators
+SCDalgo_hybrid_tp-A_matrix = { Class=MDSParMatrix H
+SCDalgo_hybrid tp-M matrix = [ Class=MDSParMatrix ;‘51 EC_IRH signals by emd
e coils power supply cmds
% =i 3 gas valves
. . <
0 E MDS+ Params SimulinkWrapper GAM REM o5
T O ; oo > RFM network
T @ interface Broker s 7] »
&H E B s
el i <] @0
S£0 )
8
g,’ 5 EtherCAT - 8
|, & 3 | (MDStWavegen Broker .3 P EtherCAT network
oz S broker 52 4
=20 £S8w
m=0
3. 5
25 g
= Z
U o0 o
£ s
CORE 2 STORAGE CORE(S)
E SimulinkWrapperGAM
‘T
= X
2 5 MDS+ Params MDSWriter
L g2 interface e Broker MDSWriter SHOT
£ 5 T
é = = |- Datasource DATA
a O T
L MDS+
o S S N Y S S SO s e
= g il MDSWriter
MDS+ Wavegen \ | = it edacgaos RSN
4 53 4 AOCECELEAEAEL Datasource
@ 2 g broker
(a1
=20
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=P7L  Cl/CD aspects, test pipelines :
PECTS, pip
epfl.ch E':j
2
o+ @& mSPC / @ TCV / scD / MM rtccode | Pipelines | #243925 Directions: 8
SR EA N Revert SCDsupervisory to bOcfd9dd Ge dnerated expelrlmentsl
Q Search or go to... @ Passed  Cristian Galperti created pipeline for commit £34b&fc8 [% 6 hours ago, finished 4 hours ago coae test on real contro
. hardware
Project For master . .
Scheduled ' latest €O 21 jobs @ 88 minutes 23 seconds, queued for 4 seconds Inltla!|y1 Open |00p agalnSt
BB rtecode fiducial datasets
# Pinned v Pipeline  Jobs 21 Tests 0 F.inaj gqaL closed |00p
lssues 20 simulations
Merge requests 7 Group jobs by | Stage | Job dependencies
88 Manage E
& Plan 5 build unit-test expcodes-test codegen-test
<> Code 5 @ build:mea:scd o @ test:scd:algos 10 @ testscd:expcodes 5 @ test:scd:codegen 4
7 Build v @ test:scd:unit Z
| Pipelines
Pre-requisite libs tests Unit tests System wide matlab tests Code generation tests
o Sui + meq « user algorithms harness * Whole control * Whole control
Plaana tests experiments code open experiments code
Center loop simulation tests generation tests

* Toolboxes tests
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= Separation of tokamak
dependent and agnostic
layers

= Generic implementation

= Concepts of integration and
portability

Lecture 10
B Swiss REF: [T. Vu et al. IEEE TNS 2021]
Plasma REF: [F. Felici et al. IAEA 2021]
Center

="~ CPU#4 SAMONE (supervisory actuator manager)

-]
=

Plasma Control System (PCS)

REF: [C. Galperti et al IAEA TM on Plasma Control Systems 2021]
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Tokamak Z
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PLASMA STATE
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SAMONE, two tasks: beta control + L/H status control

ACTUATORS

DIAGNOSTICS

Tokamak

A0

A
ACTUATORS PLASMA AND ACTUATOR
INTERFACE STATE RECONSTRUCTION
1 RT-OBSERVERS
TOKAMAK—JEPENDENT INTERFACE LAYER
t PULSE
SCHEDULE
PLASMA STATE
ACTUATOR le=— MONITORING &
CONTROLLERS MANAGER
SUPERVISION
SAMONE
TOKAMAK-AGNOSTIC USER INTERFACE

Plasma Control System (PCS)

= Complete configurable plasma supervisory,

actuator manager and off normal events handler

to deal with multiple tasks and few actuators

REF: [T. Vu et al. [EEE TNS 2021]
REF: [F. Felici et al. IAEA 2021]

REF: [C. Galperti et al IAEA TM on Plasma Control Systems 2021]
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= Beta real-time control together with confinement
status (L/H) control via NBH 1

Control and Operation of Tokamaks, 06.02.2025, Lausanne

Galperti Cristian



=PrL

Il Swiss
Plasma
Center

7 <

e

Al applications
Lectures 11a, 11b

Gas valve signal

Divertor heat flux control
Lecture 7

Actuators RT- diagnostics

A
A

Cutting edge applications

TCV #62154 1=0.87499
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Close figs | R [m] Close figs R [m]
Active plasma shape control
Lecture 8b

SCD Gas valve

SAMONE

Thomson
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FIR digital RT-
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Model based profiles and density
control

Lectures 9a, 9b
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=FFL Conclusions, outlooks, take home points

= Tokamaks control software and hardware is continuously evolving, and
this is good since control research on them does the same.

= Keeping control systems updated is a key point for a tokamak plant, as
they can accommodate newer ideas (e.g. machine learning) or more

complex codes (e.g. transport simulators, microwave and neutral
beams ray-tracers).

= There will be more and more need for globally, plant wide
interconnected control systems as more and more complex control

tasks will be put in their hands (disruption avoidance is a primary
example).

= Advanced, interconnected control system will be of primary importance
for existing and next future long pulse tokamak, ITER at first.
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Thank you
cristian.galperti@epfl.ch
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