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Summary

= General overview of tokamak control engineering
= Technologies
= TCV examples
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Tokamak machines from the control point of
view
= Tokamaks are part of the so called “big-physics” devices that

encompass many technologies

= They run in a “plant” that takes 24/7 care of systems like
temperature, vacuum, security etc.

= They are still mostly “pulsed” devices that have physics operations
for often (far) less than 10% of wall-clock time

= During not operation periods control usually is delegated to slow
unmanned plant control systems

= During these pulses, heightened activity is common and real-time

feedback control is mandatory to control and sustain the plasma
and to achieve scientific results
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=FFL Slow control system architecture

Keep ALL systems necessary for running all components of the plant (including

water flows, air temperatures, servicing requirements all the way to machine shot
preparation)

Plant “live”
database

i,

Usual update
Il Swiss HMIS I'ate < 10 HZ

Plasma
Center
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OPCUA protocol

OPCUA i

OPCUA server n

~ connection —> running on a &
N— local control e
N—r system 8l
. CHE
Production OPCUA 88

live DB client connection

|
T

= Vendor and platform

OPCUA independent
connection

= Connection based (server/client
model)

B3 Views - |

GUI based

debug client = Secured (encryption and
_ authentication)
Script based / direct nodeid catl met _
debug client = Available from many control
equipment manufacturer as well
https://opcfoundation.org/about/what-is-opc/ as open source developers
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=F7L  Amodem integrated subsystem

[@]

LEAVE EMPTY FOR ACCESS TO BECKHOFF MODULES
AND TC EF1 AND EF2 FIBER OPTIC SQCKETS 7

33
28

[@]

()]

Field signals
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A Launcher local
controller

A\ 4

TCV ECRH
top fast-
launchers L10
and L11

TOUR

Available

o
\_L/
> >
Commands and status exchange \'L/
via OPCUA protocol and Vista DB
OPCUA/Vista bridge

Launcher
control
panel
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=PFL - Digital real-time control of tokamaks

A »Inl outl ﬂ
i Ij error \J cammand

Reference Controller

(Programmed (Plasma shape control)
plasma shape)

Feedforward
(Plasma shape
FF signals)

geasure/{eedback|

o Actuators
e 2 (PCV's thyristors power supplies)
Diagnostic/sensor Plant
(TCV magnetic probes) (Tev)
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Digital real-time control of tokamaks

Reference
(Programmed
plasma shape)

cammand

Controller

Analog Domain

Feedforward
(Plasma shape
FF signals)

Digital domain

geasure/feedback

i % i la Actuators
E—— o B (TCV's thyristors power supplies)

Diagnostic/sensor
(TCV magnetic probes)
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=F7L Analog to digital conversion (1)

ANALOG COMPONENTS
DIGITAL COMPONENTS

Thm

Tiwe wamplad @ignal

Analey algnal

I

aamplad

& bits

>
Tina kNN

Y

Y

and guanti

Source signal
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Hold

(setkbings: B-bit converter

Vmin: -10, WVmax:

ADC Zero-Order Idealized ADC guantizer

10l

ANALOG TO DIGITAL

ad aignal

Sampling

8 bit encoder

CONVERTER

8 bit digital data

=
o

tian

bin

0000

0000 0000

0000

bin

0000

0000 0000

1000

bin

0000

0000 0001

0000

bin

0000

0000 0001

1000

bin

0000

0000 0010

0000

bin

0000

0000 0010

1000

bin

0000

0000 0010

1111

bin

0000

0000 0011

0110

bin

0000

0000 0011

1110

bin

0000

0000 0100

0101

bin

0000

0000 0100

1011

HDD controller

bin

0000

0000 0101

0010

bin

0000

0000 0101

1000

bin

0000

0000 0101

1101

bin

0000

0000 0110

0011

bin

0000

0000 0110

1000

HDD

DIGITAL ACQUISITION SYSTEM
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=F7L Analog to digital conversion (2)

Common problems and pitfalls

= \Wrong input signal level

 too low: quantization noise ->
open loop

* too high saturation and signal
clip -> open loop

* Need adjustable input amplifiers

= \WWrong input signal speed

Il Swiss
Plasma
Center

« Alias effect and signal and noise
spectrum pileup -> poor
controller performances

* Need correct input analog
filtering

ANALOG COMPONENTS

bin 0000 0000 0000 0000

bin 0000 0000 0000 1000

DIGITAL COMPONENTS [iij

bin 0000 0000 0001 0000

bin 0000 0000 0001 1000

bin 0000 0000 0010 0000

Source cignal

8 bit encoder
ANALOG TO DIGITAL CONVERTER

= WWrong sampler timing

bin 0000 0000 0010 1000

bin 0000 0000 0010 1111

bin 0000 0000 0011 0110

bin 0000 0000 0011 1110

bin 0000 0000 0100 0101

bin 0000 0000 0100 1011

bin 0000 0000 0101 0010

bin 0000 0000 0101 1000

bin 0000 0000 0101 1101

bin 0000 0000 0110 0011

bin 0000 0000 0110 1000

HDD

DD centroller
DIGITAL ACQUISITION SYSTEM

» Loss of synchronicity with the rest of the

plant

* Wrong storage timebase -> control
system resimulation almost impossible
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=F7L  Digital to analog conversion

Common problems and pitfalls

= \WWrong output signal level

 too low: quantization noise ->
open loop

* too high saturation and signal
clip -> open loop SAC Galn  hac Sauravion  DAC sero-Order

* Need well designed control
math and DAC — actuator

(E—

DIGITAL TO ANALOG CONVERTER

matching
= Too poor resolution / too high
offset Suggested common solution: use direct
« Sometimes poorly designed digital control — actuator interfaces whenever
control-actuator chains may it is possible

lead to too little control
resolution / too high offset
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L Time chart of a real-time computer

Typically, a real-time digital control hardware cyclically executes the control
code triggered by a timing system. Usually the trigger is common with the
ADCs (but not mandatory). Multiple concurrent processing and/or data
transfers may happen (especially with multi cores CPUs)

=3t

L

t=0 t=1t t=2t t
TCV clock
ADC acquisition
ADC/DAC ADC/DAC ADC/DAC
DMA DMA DMA
DAC update DAC update
CPU polling CPU polling| CPU pollind
Initiate the DMA | Initiate the DMA Initiate the DMA
transfer *TO* RFM| transfer *FROM* RFM transfer *TO* RFM |
RFM DMA transfe - i : I 1 . \
taking place e % %\F\:* Transferring :
= I
1= 2t |
< -

t=0 t = It_ Time between ADC acquisition
and following DAC update

From J. |. Paley et al. Real Time Conference (RT), 2010 17th IEEE-NPSS
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=L Time chart of a real-time oversampling computer

TCV clock
t=0 1 t= 1t t=2t t=3t,
|l ADC acquisition o ADC acquisition o ADC acquisition ol
“B” ADC DATA BUFFER “A”| ADC DATA BUFFER “B” | ADC DATA BUFFER “A” [“A”
ADC/DAC ADC/DAC ADC/DAC W
DMA DMA DMA L
DAC update DAC update
Initiate the DMA Initiate the DMA Initiate the DMA |
transfer *TO* RFV[ transfer *FROM* RFM transfer *TO* RFME
RFM D Transferring | :
lﬂklng plac \:‘
t=2t
-4 |
t=0 t=1t_ Time between ADC acquisition t=3t
B Swiss and following DAC update
Plasmi

Center

Basically a
(double) buffer is
inserted between
the ADC digital
outputs and the
DMA source
endpoint.

ADC data are now
tranferred in
bursts into the
host PC memory.
This frees the
sampling
frequency upper
bound.
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=PFL Central processing units (CPUs)
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e A1 S EEEEE Sl Intel 17 architecture

Wotme
&

Scope
- », Tormnatornt

o5

=

Unt Doy~ o ineosr
s | L oueaie| L | wamin
CPusda e Crundm wem _z_Jorssuaene)

All complex control systems nowadays run on
multi-core CPU architectures, a lot of Linux
based RT computer tend to put the kernel on
- the first core, leaving the other free for RT
computation (but highly s.o. dependent)
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EPFL 7
SoC (System on chip)
System on chip combine

ProceSSing SVStem Static Memory Controller Dynamic Memory Controller PfogrLao';i':lable Support for Complex COde
s gt Sytem Gates, egecution (e.g. kernels)
given by CPUs to custom
circuitry flexibility granted
by FPGA on the same
chip. The may also embed
specific standard 1/0
modules and/or
mainstream bus endpoints
like PCle. They are the
primary choice nowadays

i~ BA*

2% SPI o = e

2x 12C

2x CAN

170

MUX 2xUART'

GPIO
2x SDIO

w/ DMA

2x USB
W
2x GigE

w/ DMA

Multi-Standards 1/0s (3.3v and High-Speed 1.8v)

$ $ } for high performance
control embedded
Multi-Standards 1/0s (3.3v and High-Speed 1.8v) Multi Gigabit Transceivers systems, even in fusion.

Xilinx ZINC7000 SoC
W Swiss https://mww.xilinx.com/products/silicon-devices/soc/zynq-7000.html

Plasma
Center
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networks

= Tokamaks are spatially
distributed experiments,
hence they require
inherently distributed
control systems

= For data distribution among
systems -> need for
realtime data networks

= For time distribution among
systems -> need for
distributed timing systems
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TCV's control system Iayout demand of real-tlme
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Reflective memory networks

Serial communication channels have
to guarantee the minimum latency
time to transfer data from one point to
the next. RFM is a hardware/software
agnostic fast (>2gbps) fiber optic link
which automatically synchronizes
memories between several hosts.

Fxl Fxl

) Heflective Memory Fiber
https://www.abaco.com/products/reflective-memory
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=PrL EthemAT networks EtherCAT (Ethernet for

Automation and Control
Technology) is an Ethernet
based control network.
The goal during
development of EtherCAT
was to apply Ethernet for
automation applications
requiring short data update
times (also called cycle
times; < 100 us) with low
communication jitter (for
precise synchronization
purposes; < 1 ys) and
reduced hardware costs.
(https://en.wikipedia.org/wiki

Il Swiss /EtherCAT)

Plasma
Center
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- DDS networks (publish / subscribe concept)

DATA

WRITER
DATA
WRITER

Topch » TOP'CB /

DDS DOMAIN

DATA
WRITER
—_—

DATA _>  Topic C
WRITER =
DATA
Topic D READER
DATA V
WRITER DATA
READER

DDS (Data Distribution

DATA
READER
DATA
READER

DATA
READER

www.dds-foundation.org

Plasma
Center

QoS

s Service) is a middleware
protocol and API standard

« Data is published by
data-writers and
subscribed to by data
readers.

Highly scalable, only
data dependent.

QoS

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PrL Distributed timing systems, hardwired

CONFIG FIELDBUS

wn o] | —— T

UNITT © UNIT2,

N N

SCALE CHIFP COUNTER CHIP SCALE CHIF COUNTER CHIP

cTRIGGER
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= First sync concept
deployed on tokamaks

= Pros:
« architecturally simple.
* maintainable and
upgradeable for a long
time
= Cons:

* Best sync accuracy: 1
us

* No 24h/24 sync (only
pulsed sync)

* NO sync groups
* No industrial support
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=Pl Distributed timing systems, network based

M 5

= Current industry & research standard

LILIL]
T FF
24 EENE

i

i

» Best sync accuracy: 1 ns (research,
e HE i WhiteRabbit project), 100 ns (industry,
Temps de Temps de PTP aﬂd EtheI’CAT DC)

I'horloge I'horloge Y
matre sacive, | Horatags « 24h/24 sync and sync groups out of the
| I'ho:loge bOX
t esciave . .
Lln  Strong industrial and research support
v W o | | « Easy deployable and debuggable (it is
Folow 05 ~ — _ | . like a computer network)
| | v lews = Cons:
l Delay_Req BE . . . re
tem « Still low widespread availability of
, S control equipment based on them.
_ | = http://white-rabbit.web.cern.ch/
=~ Delay_Resp {
B Swiss TN | = https://en.wikipedia.org/wiki/Precision_Time_Protocol
Plasm - tto, t, b
Cente v ' {
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http://white-rabbit.web.cern.ch/
https://en.wikipedia.org/wiki/Precision_Time_Protocol
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Node 5 and 6:

Multi CPU Computational node

Typical rate 1 kHz

3 5 GHz CPU
(|me| i7 6 cores)
m
(Intel i7 6 cores)
Node MANTIS:
Realtime vision node
10x Typical rate < 800 Hz
multispect
ral h
imaging ™"« [8
system
Node 7:
Multi CPU fast magnetics
analysis node
Typical CPUs rate 1 kHz
72 fast i Typical sampling rate 250kHz
magnetic
prObeS + BOGHZ CPU
24 saddle
loops
Node 8:
Multi CPU fast ECE
analysis node
Typical CPUs rate 1 kHz
Typical sampling rate 250kHz
B Swiss °4ECE
Plasma channels ™™
Center

RFM network (ring)

Node 1:
Soft X-ray, Te & density
Typical rate 10kHz

21 GHz CPU LV
(Intel core 2 duo)

Node 2:
Multi CPU node (release)
Typical rate 10 kHz

33 GHz CPU
(Intel i9 10 cores) 4_|_

Node 3:
Multi CPU node, (debug)
Typical rate 10 kHz

33 GHz CPU
(Intel i9 10 cores)

L

1. 46 GHz CPU
(Intel Atom 1 core)

Node BKM1:
EtherCAT master node
Typical rate 5 kHz

64 DMPX Soft X-Ray
channels

4 X Te channels

14 FIR (density)
channels

134 Magnetics

1 density (central FIR)
4 diamagnetics loops
21 coil currents

12 photodiodes

14 ECRH refs
\/\ 35 coils power supply

cmds

3 gas valves

AN

32 configurable
PWM outputs *

32 GPIO outputs
«—
l —, Launc

EtherCAT network (fieldbus)
4—
== l e == l

It It i1 It

NBH1 ECRHRF  garatrons TOP
power Launc
- her 10

* polariz

TCV digital distributed control system

L4/L5

ers

TOP

her 11

= Various types of

interconnected control
subsystems:

* Low latency
systems for hard
réal time control at
fastest rate

* Oversampling
systems for fast
diagnostics
acquisition followed
by complex real-
time analysis
algorithms

« Multi-core
computational
systems for CPU
hungry codes

* Real-time vision

nodes for vision in
the loop systems

EtherCAT for fast,
fexible, distributed and
cost effective I/O
interconnection
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B Swiss
Plasma channels /"

Center

10x
multispect

ral h
. i O 3.1 GHz CPU
imaging " &0

system

72 fast
magnetic

probes +
24 saddle\’\‘

loops

54 ECE

Node 5 and 6:
Multi CPU Computational node
Typical rate 1 kHz

3.5 GHz CPU
(Intel i7 6 cores)

3.5 GHz CPU
(Intel i7 6 cores)

Node MANTIS:
Realtime vision node
Typical rate < 800 Hz

Node 7:

Multi CPU fast magnetics
analysis node

Typical CPUs rate 1 kHz
Typical sampling rate 250kHz

3.0 GHz CPU
Node 8:

Multi CPU fast ECE
analysis node

Typical CPUs rate 1 kHz
Typical sampling rate 250kHz

3.0 GHz CPU
(Intel i7 8 cores)

Node 1:
Soft X-ray, Te & density
Typical rate 10kHz

2.1 GHz CPU
(Intel core 2 duo)

Node 2:
Multi CPU node (release)
Typical rate 10 kHz

33 GHz CPU
(Intel i9 10 cores)

Node 3:

Multi CPU node, (debug)

Typical rate 10 kHz

33 GHz CPU
(Intel i9 10 cores)

1.46 GHz CPU
(Intel Atom 1 core)

Node BKM1:
EtherCAT master node
Typical rate 5 kHz

NBH1

64 DMPX Soft X-Ray

channels
4 X Te channels
14 FIR (density)
channels

AN

TCV digital distributed control system

= Central main
plasma control
system duplicated
on two identical
machines

134 Magnetics
1 density (central FIR)
4 diamagnetics loops
21 coil currents

12 photodiodes

14 ECRH refs
35 coils power supply
cmds
3 gas valves

32 configurable
PWM outputs
32 GPIO outputs

RF  Baratrons ToP
Launc

her 10
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*PFLTCV main control node (node 02)

Inputs patch
panels

TOUR
Available
ADC system
(acq2106_076

192 channels up to 1

MHZz))
Node 02 A DAC + PWM system
Industrial PC (acq2106_079, up to
(tcvrt20.crpp.tcv) 128 channels and 32
PWMs)
Node 02 B =
Industrial PC cs I3 Outputs patch

(tcvrt21.crpp.tcv) panels

Il Swiss
Plasma
Center
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TCV digital distributed control system

Node 5 and 6:

Multi CPU Computational node

Typical rate 1 kHz

3 5GHz CPU
(Intel i7 6 cores)

3 5 GHz CPU
(Intel i7 6 cores)

Node MANTIS:
Realtime vision node

10x Typical rate < 800 Hz
multispect
ral h
imaging I+ 8
system
Node 7:
Multi CPU fast magnetics
analysis node
Typical CPUs rate 1 kHz
72 fast i Typical sampling rate 250kHz
magnetic
prObeS + BOGHZ CPU
24 saddle
loops
Node 8:
Multi CPU fast ECE
analysis node
Typical CPUs rate 1 kHz
Typical sampling rate 250kHz
B Swiss °4ECE
Plasma channels /" it 17 8 ore)
Center

RFM network (ring)

= Central main
plasma control
system is
interfaced with a
realtime EtherCAT
network for flexible
/0
interconnections,
and direct digital
drive of actuators

Node 1:
Soft X-ray, Te & density
Typical rate 10kHz

21 GHz CPU LV
(Intel core 2 duo)

64 DMPX Soft X-Ray
channels

4 X Te channels

14 FIR (density)
channels

134 Magnetics

1 density (central FIR)
4 diamagnetics loops
21 coil currents

12 photodiodes

Node 2:
Multi CPU node (release)
Typical rate 10 kHz

14 ECRH refs
Node 3: oils-powe
Multi CPU node, (debug

cmds
3 gas valves

32 configurable
PWM outputs
32 GPIO outputs

EtherCAT network (fieldbus) ¢
— l‘——» =1

It It i1 It

master node  NBH1 ECRHRF  garatrons TOP
Typical rate 5 R power Launc
B her 10
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=PFL  Direct digital drive of actuators, examples

.\@‘ |

» Linux EtherCAT
master stack <€

= All digital realtime 1/O
with actuators

« ECRH_L10 mirror
angle command’

« ECRH_L10 mirror
angle measure

* F8 coils voltage
command

. 9 e T IR
* F8 coil voltage e
measure https://imperix.com
= https://esd.eu/en/products/etherca f‘?
t-master

Il Swiss
Plasma
Center

. Vo
BEERREEE |y €—>> o g@* I
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=P7L TGV realtime digital control system, the three

pillars model
, SIM — EXEC path
| MATLAB < >
MATLAB/Simulink + SCDDS J— |
framework (Control code MARTe2 (Real time control
development and simulation) framework)
SIM — DB path EXEC — DB path
\__/
S MDSplus (shot parametrization
= E'Ve::{?;a N ~ and data archiver)

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PFL  MDSplus data archiving system

Model DB Live pulse
Pulse DB DB Pulse DB

creation archiving after
before the — the experiment

\ / experiment \ /

30
Archived 2
pulse DB s
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File Display Modify Edit

local

martetest_model? x PU Ise ;
execution

[& aop)
o |&2 Al
- |ar AD =
o |&# DIO
¢ |gr sT
|~ cHO1
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Center
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gj * - Scope - Untitled (changed) oA X

File Pointermode Customize Updates Autoscale Ne

TUUU::U N

o

srgupge M

spmaze P PHHA

it "g...5..g..5g".g..; D BE0 - A08 - 4000

O Point (® Zoom :Pan [ Copy Shot_][0-75

[0.000000000, O.000000000]
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=PFL - MARTe2 framework

MARTeZ2 is a C++ software framework
conceived to help building and running
realtime applications. TCV entirely

Compiled control code(s) Framework cfg file

switched to it from last year. \1 _ \l
L L Realtime computer
= Standardization and modularization of
realtime control applications =
ogger DDB
= Multithread/multicore applications | (]
natively supported urTe B
. . Interface Z N 2
= Component to load Simulink generated | 19 g X 5
code, with introspection st B ?i Bl E
- achine 00 é
= Components to read/write MDSplus | 1=
entries e By
= State machine / messages interface — ) S — T8I
H H Realtime Thread ||/
= Extensive logging =y
B Swiss .
Plasma https://vcis.f4e.europa.eu/marte2-docs/master/ntmi/
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=PrL

MATLAB/SImulink®

Simulink modeled control
system part (e.g.

algorithm)

Simulink (and its paths)

;
single

Hybrid_in ——— input

Hybrid controller inputs aggregator

SCDalgo_hybrid

Il Swiss
Plasma
Center

PLANT

Real-time control systems

Node 2a:

Multi CPU node, for released
controllers

Typical rate 10 kHz

3.3 GHz CPU
(Intel i9 10 cores)

CPU1 CPU6

Node 2b:

Multi CPU node, for debug
controllers

Database systems
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L=y = L= 33
=PFL The SCDDS framework c
SCDDS framework, a MATLAB object oriented g

Simulink Control Development and framework to handle and interface control code s

Deplm‘entSuue |classdef (Algtract) BCDDEclass_algo
%8CD algorithm handling ckbiject

. . & The class holdes all information and
Simulink modeled control %  methods for handling a Simulink
% algorithm
system part (e.g.
1 properties (Sethccess = private, Hidden=falsea)
algonthm) modelname % Mame of the model
modelslx 2 glx model file name
SChalgo_hybrid folder % folder containing algorithm
datadictionary % Mame of the used data dictionary
e > ' —> =
realtime P 4 realtime
! &%
output clagsdef SCD_algo < S5CDDSclass_algo
end|
Hybrid_in ——] input
function| [ok]] = ECDalgockj_hybrid()
Hybrid controller inputs aggregator o %% Hybrid controllar cors algorithm

obJ=8CD_algo('8CDalgc_hybrid');

%% Timing of the algorithm
obij=ckbj.settiming(—-4.5,1le-4,3);

%% Tunable paramatarzs structurs nama
ok j=ck],addtunparamstruct ('S5Chalgc_hybrid tp');

%% Tunable paramatersz

B Swiss gitlab.epﬂ.Ch/SpC/SCddS obij=cbj,addparameter (8CDclass_mdsparmatrix
gl::tn;f LGPL Open source |IC€I’]S€ obd=nbhd . addoaramatar (20Nalags mdanarmatrix
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=PFL  SCDDS framework, overview

Set of instantiated objects in MATLAB
representing the control system

function|[obj] = BCDalgoobij_hybrid()

%% Hybrid controllar cora algorithm
cb]=5CD_algo ('ECDhalgo_hybrid');

%% Timing of the algerithm
cbij=ckj.settiming (—-4.5,1e-4,3);

%% Tunable paramatarz structurs name
cbj=ob],addtunparamstruct ('5CDalgc_hybrid tp');

%% Tunable paramatars
ckbj=ckj.addparameter (ECDclass_mdsparmatrix
ohi=cokh i addnarameater racnal ass mdsparmatrix

Il Swiss
Plasma
Center

Code generation and

deployment (MARTe2 based)
MARTeZ Cfg flleS l?go:i%j(i;rg node, for released
generation and

deployment

3.3 GHz CPU
(Intel i9 10 cores)

Real-time control systems

CPU1

Node 2b:
Multi CPU node, for debug
controllers

Parameters and
waveforms retrieval N
for code simulation \ /
Parameters
deployment for shot
execution

CPU6

Database systems
(MDSplus based)

[
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=PrL
Simulink algorithm with
tunable parameters
‘o
Il Swiss
Plasma
Center

SCDDS, code generation from Simulink

Linux shared library

Simulink coder with
enabled CAPI +C

compiler Shiived
CC oricc
@ ) Library
> SO
( v /
Introspective — =
interface for 1/O
ports
_In:rofs pecft Ivet bl Introspective Introspective
Interrace 10r tunapie interface for interface for
parameters internal states internal signals
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=PrL

SCDDS simulation and MARte2 execution workflow

SCDDS (MATLAB)
parameters and
waveforms loaders

MDS+ parameters and
waveforms DB

Il Swiss
Plasma
Center

NS
N S

v

MARTe2 (C++)
parameters and
waveforms loaders

Simulink model under
SCDDS framework

,,,,,,

uuuuuuuuuuuuuuuuuuuuuuuuuu

,,,,,,,,,,,,,,,,,,,
wwwwwwwwwwww

generation

MARTe2 control system

Simulink
simulation

Automatic code —

RT execution

MDS+ shot data S
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=PrL TCV standard plasma control code

DAC data preparation

€ ADC calibration \
Linear switcheable controllers -
Measures A
/ computation i s
i YA s

[z >t
References
- direct connection of the | inputs, na signbit centrolier in this inplementation \ =-
M Swi Nodeds_ Tl
Plasma - Feed forwards
Center Errors

Control and Operation of Tokamaks, 09.02.2023, Lausanne

w
=

Galperti Cristian



=PFL  TCV Simulink plasma control simulation example

SCDDS
loader

~—
N—
v

Shot parameters

From MDS+ L]

Shot ADC data

From MDS+
SCDDS
N~— loader
N
N
Il Swiss
Plasma
Center

l' Shot simulation

4] 4

OH1_DAC

I~ GA51_DAC
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£PFL  TCV real-time shot reprocessing with MARTe2 example

MARTe2

JB_ loader
S
N

Shot parameters
From MDS+

Shot ADC data

From MDS+
MARTe?2
N loader
N S
N’
Il Swiss

Plasma
Center

TOUR
Available

l, RT reprocess run
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=F*L " Multi CPU control layout on TCV

SCD_rtc_02 Timing Legend 9 >

CPU#2 [!a|sCD_rtc_ 02 » ~ | Highlight |m |E‘

+ Main linear magnetic controller @ ~ Discrete Period

\ = [ ] 100.0000e-006
i (] 1.0000e-003
~ Model Wide Event
CPU#3 . -
¥ Other
* MEQ solver (RTLIUQE) O 5 Constant
Multirate

» Vertical growth rate estimator T

+ Disruption proximity estimator
CPU#4

» Actuator manager and pulse

scheduler (SAMONE)

CPU#5

* RAPTOR (TBC) -~

* RAPDENS (TBC)

- gglssria Ready View 2 warnings 78% FixedStepDiscrete
Center
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=F7L  And Its deployment with MARTe2

[CORE 1
MDSP t =
SHOT o oache
Shot=53600
CONFIG +annéctton7tcvdat37t(vishat =
MDS+ Class=MDSObjConnection

Server=tcvdata.epfl. ch
Tree=tcv_shot
+SCDalgo_hybrid_tp-A_matrix
+SCDalgo_hybrid_tp-M_matrix

)
=
‘T
© g MDS+ Params
25 interface
$E8
T D
[a] 55
=40

MDS+ Wavegen

broker

MDS+
Wavegen
Datasource

{

Class=MDSParMatrix
Class=MDSParMatrix

SimulinkWrapperGAM

ADC/DAC

Brokers

RFM
Broker

EtherCAT

Broker

TCV diagnostics

2 density (central FIR)
4 diamagnetics loops

14 ECRH signals
35 coils power supply cmds

P RFM network

J» EtherCAT network

T°
o —
2 g
£ X
=9
U o0
3
=
)
=
‘T
2] g MDS+ Params
. % o interface
HES
< D
a 55
=40

MDS+ Wavegen

broker

MDS+
Wavegen
Datasource

Il Swiss
Plasma
Center

SimulinkWrapperGAM

MDSWriter
Broker
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28 |«
Qs 21 coil currents
83
a g
<O \l\ TCV actuators
5o 3 gas valves
g5
m o
s &
L ©
@ 0O

[
i
g 5
053 »
(IR
£ 8w
mh=0

g
=
@
o
>
(0]

STORAGE CORE(S)

MDSWriter SHOT

Datasource DATA
MDS+

MDSWriter
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=Pr-

=01

Il Swiss
Plasma
Center

L

Supervisory actuator manager and off normal event

handling (SAMONE)

7
Actuators Diagnostics
\ "Tokamalk
4 =
Actuator Plasma and actuator
interface state reconstruction
i Tokomak- |
Pulse
dependent layer | .
and
configuration
Plasma state Pammelers
Actuator monitor and
. AM
Controllers manager Supervisory o
controller iloobosid
User
Tokamak-agnostic layer interface

=

Plasma control system (PCS

= Complete configurable plasma supervisory,

actuator manager and off normal events handler

to deal with multiple tasks and few actuators

REF: [T. Vu et al. [EEE TNS 2021]
REF: [F. Felici et al. IAEA 2021]

REF: [C. Galperti et al IAEA TM on Plasma Control Systems 2021]

=]

Task priority
s
wn

-]

5 0.008
g

E
£ 0.004

= 0.002

[
W (-]

P actuators [W]
o

#62441
(a) : : I [ Ihr: in H-mé-:lc’l :
|be in L-mode | B 1| be in L-mode
T 1 | ctrl [
L FFlctd : : | N
® | ®
i | . 1 |
(b)] ! NBI | i EEE ] I 12
| | —
I i [:
I I 'E
: | a
I
@ 2
[ 2
" i 4 »
£
Z10°
10 _
2
m| 5 b1
£
o

1.2 1.3 1.5 1.7
time [s]

= Beta real-time control togther with confinement
status (L/H) control via NBH 1
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=P7L  Conclusions, outlooks, take home points

= Tokamaks control software and hardware is continuously evolving, and
this is good since control research on them does the same.

= Keeping control systems updated is a key point for a tokamak plant, as
they can accommodate newer ideas (e.g. machine learning) or more
complex codes (e.g. transport simulators, microwave and neutral
beams raytracers).

= There will be more and more need for globally, plant wide
interconnected control systems as more and more complex control
tasks will be put in their hands (disruption avoidance is a primary
example).

= Advanced, interconnected control system will be of primary importance
for existing and next future long pulse tokamak, ITER at first.

Il Swiss
Plasma
Center
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=PrL

Il Swiss
Plasma
Center

Thank you
cristian.galperti@epfl.ch

Control and Operation of Tokamaks, 09.02.2023, Lausanne

'S
S

Galperti Cristian



Il Swiss
Plasma
Center

BACKUP

Control and Operation of Tokamaks, 09.02.2023, Lausanne

~
[}

Galperti Cristian



m
=1

P

= Separation of tokamak
dependent and agnostic
layers

= Generic implementation

= Flexible framework allowing
easy maintenance and
upgrade

= Concepts of integration and
portability

REF: [T. Vu et al. IEEE TNS 2021]
REF: [F. Felici et al. IAEA 2021]

Il Swiss
Plasma
Center

T CPU #4 SAMONE (supervisory actu

'S
-3

Plasma Control System (PCS)

REF: [C. Galperti et al IAEA TM on Plasma Control Systems 2021]

g
S
Tokamak g
(O]
ACTUATORS > DIAGNOSTICS
v \ 4
ACTUATORS PLASMA AND ACTUATOR
INTERFACE STATE RECONSTRUCTION .
\ 1 RT-OBSERVERS
OKAMAK-OJEPENDENT INTERFACE LAYER
N < d PULSE
N\ E «—| SCHEDULE
-
PLASMA STATE
ACTUATOR
< MONITORING &
CONTROLLERS MANAGER <+
SUPERVISION
SAMONE
TOKAMAK-AGNOSTIC USER INTERFACE
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Swiss
Plasma
Center

Common problems

= Quantizers dynamic range and speed -> analog
pretreatment

= Qutput under-overflow
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=P7L A complete control chain

Galperti Cristian

)

PROCESSING

ANALOG COMPONENTS e D
DIGITAL COMPOMNENTS

Fgample = lkH=z

Calibratsd signal
ADC Procemssd calibrate

AT ready digital

Analog mignal Zarc hold analag

To fleating point DAC code conversion

Source signal ADC Zero-Order Idealized ADC gquantizer ADC Calibration Processing DAC aode generaticn DAZ gain DAC Saturation DAC Zero-Order
Hold (settings: 12-bit converter Hold
Vmin: 10, Vmax: 10)
ANALOG TO DIGITAL CONVERTER DIGITAL SIGNAL PROCESSING DIGITAL TO ANALOG CONVERTER

Il Swiss
Plasma
Center
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=p=L General control software architecture
TODO: UPDATE

Files coming from

Control algorithm code host computer

J A real-time computer node

=Y Control algorithm code
4
(dynamically linked shared

library .so)
ﬂ actuators

Hardware interface code
(Executable) A

Signals from

RFM acquisition

parameters
—>
4=

probe signals
signals for
actuators,

waveforms

P i—]

Input signals

diagnostics

| RAM buffer |

RAM buffer

Optical fiber cables
Data write to and read from other nodes

Hardware interface

W Swiss code (HIC from now on)
Plasma
Center
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You have no class.

L C

In house developed C++ project FAE / MARTe2 framework

HIC control code at the tumning point, THIS CAN BE
. REMOVEDINFAVOR OF 1 OR 2-MIARFES SEIDES.- o™

time machines). chine, signal collection,

uBjs poseys

Realtime Thread

Pros

+  Code complexity can be kept low. MDS+ read/Awrite interface
+  Code functionalities can be tailored specifically for TCV. *  Support from a community, standardization of control
nodes enforced.
Cons: + Datadriven application natively supported
*  Maintainable code architecture, skills and time needed.
*  Used only here, no support form any community. Cons:
*  MDS+ integration must be developed on purpose ifici ;
« Datadriven application required for avoiding just in rac
time code compilation *  Quite big multiclass C++ project to learn.
M Swiss assessed:

Plasma
Center
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bitl (LSB)

Galperti Cristian

Analog signal

0012 0014

Il Swiss
Plasma
Center
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EPFL - Maximum speed, the allas effect (1)

Galperti Cristian

Analeg signal

Sampling clocks

1kHz ADCl clock

Freguency reference Continuous-Time VCO

Il Swiss
Plasma
Center

signal

Sample Electronics
and Heold delay

Idealized ADC guantizer
(settings: 8-bit converter
Vmin: -10, Vmax: 10)

Alias
Digital signal at lkHz

Control and Operation of Tokamaks, 09.02.2023, Lausanne




e Continuous-Time VCO

Analog signal

Galperti Cristian

Digital signal at 1kHz
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=F7L  Areal example (1)

PM 3375 100MHz 250MS/s

A'aV= 80.8mY. At=80.0us $=29 . 9kHz
<

.
a1

500ksps
ADC

30 kHz analog sinewaves

Il Swiss
Plasma
Center

v

ADC value

4000

3000

2000

1000

-1000

-2000

-3000

-4000
0

T T T T T
s .t *. 4 .0 o‘
..
* * -1
. .,
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* 3
. B
+ + 4
+
. . +
*
* +
.
. +
- * -
*
* - *
. .
. .
. . _
- *
.
+ Y *
.
*
+ * -1
. o+
. .
*
+ "
+
. * -
M *
* . . .
- - * * *
* o+ *
+ + et et e 7
1 1 1 1 1
Time [s] -4

¥ 10
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=F7L  Areal example (2)

PM 3375 100MHz 250MS/s

30 kHz analog sinewaves

Il Swiss
Plasma
Center

4000 T T T T T
3000 '“‘ T, L ‘”. P |
* . ) - . ‘ -
2000f. ¢ o . ]
1000 | .0 o A _
> E 25 :
500ksps
ADC 2
15
[as]
E
'_
"] -
05k
0 1 15 2 25

Freguency (Hz) y 105
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=PrL A real example (3)

PM 3375 100MHz 250MS/s

A'aV= 80.8mY. At=80.0us $=29 . 9kHz
<

.
N

—

30 kHz analog sinewaves

Il Swiss
Plasma
Center

50ksps
ADC

v

ADC value

4000

3000

2000

1000

-1000
-2000

-3000
0

x10°
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=P7L A real example (4)

PM 3375 100MHz 250MS/s

A'aV= 80.8mY. 4t=88.0us =29 .9kHz

30 kHz analog sinewaves

Il Swiss
Plasma
Center

4000 T T T

3000 | -

2000 -

A 4

ADC value

50kSpS -r:""-rl“'\--:;.'ﬂ-_n..-:l- 'hf..—i-.l .—|+—.H.——_- : '\-

W R T TR ST L T el b P, LT SRS
ADC [ Lt

i e e e - et oy et e e b
T R T e T L W T e e e ol

@ VAT R TR Rl T ST =
£ oo P bor R AR i
'_
15 2 25
Frequency (Hz) y 104
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=PrL

ADCLl clock

ADE2 clock

Il Swiss
Plasma
Center

BMuxl

fanpllng clocka

Sampling

algnal

Zample Electronics

and Hold delay

Source signal

Sample  Electroni
and Holdl Delayl

[settings

Cs

8 bits

Multiple channels, simultaneous vs interaced
sampling

Idealized ADC gquantizer
: 8-bit converter
-10, Vmax: 101

Wi,

8 bits

Mux

processsd aignal

Processing

s: 8-bit converter
-10, Vmax: 101

1

Analysis
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Multiple channels, simultaneous sampling

acquired signals
T T T

Processed signal
T T T

1
0.002 0.004 0.006 0.008 0.01

Il Swiss
Plasma
Center

0.012

0.014

0.016

0.018

|
0.002 0.004 0.006 0.008 0.01 0.012 0.014

Control and Operation of Tokamaks, 09.02.20
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Multiple channels, interlaced sampling

Galperti Cristian

1 1 1 1 1 1 1 1 | | | | | | | | |
0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 y 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018

Il Swiss
Plasma
Center
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=PFL Not Isochronous timebase (1)

1ms timebase

Sampling clecka

ADC1l clock

]

Sampling

Sample
and Hold

ADCE clock

Source gignal

Sample
and Holdl

1.1 ms timebase

Il Swiss
Plasma
Center

z
acguirad aignals
i ux
Idealized ADC guantizer B [:]
({zettings: 8-bit conwverter
Vmin: -10, Vmax: 10)
cammad migna
hnaly=ise
Procesging
Tdealized ADC guantizerl To Workspace To Workapacel
(zettings: d-bit converter
vmin: -10, Vmax: 10)
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acquired signals

Galperti Cristian

. | _
- rJ
Processed signal
T T T
0

0.02 0.03 0.04 0.07 0.08 0.09 0.03 0.04 0.05 0.06 0.08

Il Swiss
Plasma
Center
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=PFL  Not isochronous timebase (3), off-line analysis

From Workspace

Mux

From Workspacel

Il Swiss
Plasma
Center

Processing
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=PrL

From Workspace

STORAGE2

From Workspacel

Il Swiss
Plasma
Center

Off-line analysis

Processing

acquired signals

Not isochronous timebase (4), off-line analysis
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=F7L A complete control chain

Galperti Cristian

ANALOG COMPONENTS fantea wane

DIGITAL COMPONENTS

]

Fgample = 1lkHz

12 bite

Source signal ADC Zero-Order Idealized ADC gquantizer

Hold (gettings: 12-bit converter

Vmin: 10, Vmax: 10)

ANALOG TO DIGITAL CONVERTER

Il Swiss
Plasma
Center

PROCESSING

[rnatog astost

To floatiy point DAC code conversion

ADC calibration Procesaing DAC e generation DAC gain

DAC Zero-Order
Hold

DAC Saturation

DIGIT. PROCESSING DIGITAL TO ANALOG CONVERTER

A very simple processing
chain to have 0.1x input to
output signal transfer.
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EPF

2000

-2000

Input saturation

"alibration

TCO DIGITAL

DIGITAL

10/2%11

DIGITAL TO

c
8
=
2
=
O
=
@
=3
©
O

Analog signal Calibrated signal DAC converted output
T T T T T T T T . T T . : : . . :
10 1
5
4] 0.5
=5
0
-10
| | | | | | | | I [ [ I [ I [ [ I
Zero hold analog Processed calibrated Ak
1
=il
0.5
£ Analog outout
85 : : . ; : T : : :
1
1 1 L 1 1 1 1 1 1 -l
. ) 0.5
Digital input DAC ready digital
T T T T T T T T . T T : : : . . :
;FHHr 1 200 0
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- J"JIHI -200 A
| | | | | I I I I I [ [ I [ ] [ | ] | | | | | | | I I
0 0.01 002 0.03 004 005 0.06 007 008 009 0.1 0 0.01 0.02 003 004 005 006 0.07 008 009 0.1 0 0.0 002 003 0.04 005 006 007 0.08 0.09




=F7L  Input signal conditioning (1)

ANALOG COMPONENTS D D
DIGITAL COM P —
Fgsample A 1kHz
PROCESSING
N—— | R [ s
12 bits
I~ : :
To Aloating point DAC code conversion
Signal conditioner ADC Calibration Conditioner calibration Professing DAC code generation DAC gain

Source s\gnal C Zerc-Order Idealized ADC guantizer DAC Saturation DAC Zerc-Order

Hold (settings: 12-bit converter Hold

vein: -1¢, Vmax: 10}
LOG TO DIGITAL CONVERTER IGNAL PROCESSING DIGITAL TO ANALOG CONVERTER

N

The signal is pre-treated in In digital we compensate
analog domain before for the analog pre-
The ADC treatment

Il Swiss
Plasma
Center
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\LOG TO DIGITA

DIGITAL

SIGNAL PR
DAC converted output

c
8
=
2
=
©]
=
@
=3
©
O]

Zero hold analog

Processed calibrated

Digital input

DAC ready digital

0.04 0.05 0.06

0.04 0.05 0.06




=P7L  Qutput saturation (1)

ANALOG COMPONENTS
DIGITAL COMPONENTS

Fgample = lkH=z

Galperti Cristian

anateq =i

Zaro hald analsg

fnmios

Source signal

Il Swiss
Plasma
Center

ignaz

Jn

12 bite

)

pigitar inpur

PROCESSING

nhc reasy igizal

ADC Zerc-Order{settings:

Hold

vmin: -10, Vmax:

10

2-bit converter

ANALOG TO DIGITAL CONVERTER

DAC code conversion

DAC gain DAC Saturation DAC Zero-Order
Hold

ADC Calibration Processing DAC codd generation

OCESSING DIGITAL TO ANALOG CONVERTER

High digital gain
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Analog signal
T T T

Zero hold

analog

Digital input

0.04 0.05 0.06

5000

-5000

Calibrated signal

DAC converted output

Processed calibrated

Analog outout

DAC ready digital

0.04 0.05 0.06

0.04 0.05 0.06 0.07 008 0.09 0.1




=P7L Qutput quantization (1)

ANALOG COMPONENTS
DIGITAL COMPONENTS
Fzsample = lkHz

anateq mignal

2aza hald anaiss

12 bite

Source signal

Il Swiss
Plasma
Center

rrreep— J_I_\_

ADC Zero-oOrder Idealized ADC quantizer
Hold {settings: 12-bit erter
Vmin:

ANALOG TO DIGITAL CONVERTER

ADC Calibraticn

-~
™y

Galperti Cristian

]

PROCESSING

RS ready digital

DAC code conversion

DAC gain

DAC Zero-Order
Hold

Processing

DAC Saturation

PROCESEING DIGITAL TO ANALOG CONVEERTER

Low digital gain

Control and Operation of Tokamaks, 09.02.2023, Lausanne




Analog signal
T T T

Zero hold analog

Digital input

0.04 0.05 0.06

0.01

0.005

-0.005

-0.01

Calibrated signal

Processed calibrated

DAC ready digital

0.04 0.05 0.06

-0.005

-0.01

-0.015

0.01

0.005

-0.005

-0.01

-0.015

ol and Operatio

DAC converted output

Analog outout
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=PFL Too low input signal (1)

Galperti Cristian

)

PROCESSING

Analeq wignal

ADC Calibratsd sigeal

Zaza hald maalon

DRC ready digital

pigitar input

12 bits

Analog cutout

JTh

To floating point DAC code conversion

ADC Zero-Order Idealized ADC guantizer ADC calibration Proceseing DAC code generation Dac gain DAC Saturation DAC Terc-Order
Hold z-bit converter Held
), Vmax: 10)
ANALOG TO DIGITAL CONVERTER DIGITAL SIGNAL PROCESSING DIGITAL TO ANALOG CONVERTER

0.01 Vpp input

Il Swiss
Plasma
Center
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Analog signal
T T

Zero hold analog

Digital input

0.01

0.02

0.03

0.04 0.05 0.06

0.07

0.08

0.09

0.1

0.01
0.005

-0.005

-0.01

0.02
0.01

-0.01

-0.02

’
Calibrated signal
Processed calibrated
DAC ready digital
0.01 0.02 0.03 0.04 005 006 0.07 008 0.09

0.1

0.02

0.01

-0.01

-0.02

0.02

0.01

-0.01

-0.02

-+

I

DAC converted output

Analog outout

0

0.01

0.02

0.03 0.04 005 0.06

0.07

0.08

0.09

0.1




=PFL  Quantization noise (1)

ANALOG COMPONENTS
DIGITAL COMPONENTS
Fgample = 1lkHz

Anatoa atonat

Source signal

Il Swiss
Plasma
Center

ealog sigmal J_LI_

Zare hald analog

12 bits

ADC Zero-Orger Ideslized ADC quantizer
is ng

Haold

ANALOG TO DIGITAL CONVERTER

(=

12-bit converter

10

VEaK:

b3

() L)

Calinrates migeal

PROCESSING oar cooverfad sutpot DAC
|EAC raady aigieal

raatog cucaut

To £lokting point

DAC ecde conversion

ADC Calibratien bifference DAC Saturation DAC Eero-Order

Hold

INGITAL SIGNAL PRZCESSING DIGITAL TO ANALOG CONVERTER

Digital differentiator (noise
amplifier)
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=PrL Quantization noise

c
8
=
2
=
©]
=
@
=3
©
O]

ALO E 3
DAC converted output

0.06
0.04

0.02

-0.02

-0.04

Zero hold analog Processed calibrated

0.05 -0.06

Analog outout

0.05 | 0.06

0.04
DAC ready digital 0.02

Digital input

-0.02
-0.04
-10 | -0.06

4] 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 4] 001 002 003 004 005 0.06 007 0.08 009 0.1 0 0.01 0.02 003 004 005 0.06 007 008 0.09 0.1

ol and Operation of
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r

Analog to digital conversion

Il Swiss
Plasma
Center

ANALOG TO

2

Analog signal

Time san

Time sampled and quantized signal
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=PrL

TCV Control system (SCD) in 2018

-~
€3

Il Swiss
Plasma +—
Center

TCV diagnostics

XTOMO system \J\A

Node S:
XTOMO (foreseen)

3.0 GHz CPU
{Intel i7 core)

Node 6:

Multi CPU Computational node

Typical rate 0,5 2

3.5 GHz CPU
{Intel i7 6 cores)

Node 7:

Multi CPU fast magnetics
analysis node

Typical CPUSs rate 0.5 — 2 kHz

$

Node 1:
Soft X-ray & density
Typical rate 20kHz

2.1 GHz CPU
{Intel core 2 duo)

Node 2:
Central Magnetics
Typical rare 10kHz

3.0 GHz CPU
{Intel core 2 duo}

Node 3:

Multi CPU Computational node
Typical rate .5 2 kilz

3.5 GHz CPU
{Intel i7 & cores)

A

TCV diagnostics

64 DMPX Soft X-Ray
channels

4 X Te channels

14 FIR {density) channels

TCV acruators

14 ECRH signals

I gas valve emd

| diagnostic trigger

TCV diagnostics

134 Magnetics

2 density {central FIR}
4 diamagnetics loops
21 coil currents

TCV actuators

14 ECRH signals

35 coils power supply emds
3 gas valves

EtherCAT network

CPUL
Typical sampling rare 250kHz e 4— 4—
=
e g3E) > ’ —’
3.0 GHz CPU Node 4: T
(Intel i7 & cores) Spare node T
TCV diagnostics NBH ECRH measures:
64 fast magnetic probes \l\ — Status § Lines power monitors
3.0 GHz CPU Power ref. Stray radiation moniters
<+ Power meas.

TCV diagnostics
54 ECE channels

~

Node §:
Multi CPU fast ECE analysis
node

Typical CPUs rate 0.5 2 KTz

Typical sampling rate 250ki Tz

3.0 GHz CPU
{Intel i7 & cores)

{Intel 4 cores)

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PrL

And 2020

TCV
diagnostics

64 fast magnetic \N
probes

TCV
diagnostics
54 ECE \’\A
channels
B Swiss

Plasma
Center

Node 3:

Multi CPU Computational node
Typical rate 0.5 — 2 kHz

3.5 GHz CPU
(Intel i7 6 cores)

Node 1:

Soft X-ray & density
Typical rate 10kHz

Node 6:

Multi CPU Computational node
Typical rate 0.5 — 2 kHz

3.5 GHz CPU
(Intel i7 6 cores)

t

Node 7:

Multi CPU fast magnetics
analysis node

Typical CPUs rate 0.5 - 2 kHz
Typical sampling rate 250kHz

3.0 GHz CPU
(Intel i7 8 cores)

il

Node 8:

Multi CPU fast ECE analysis
node

Typical CPUs rate 0.5 — 2 kHz

Typical sampling rate 250kHz

3.0 GHz CPU
(Intel i7 8 cores)

A\

2.1 GHz CPU
— (Intel core 2 duo)

Node 2a:

Multi CPU node, for released
controllers

Typical rate 10 kHz

3.3 GHz CPU
(Intel i9 10 cores)

(Intel i9 10 cores)

TCV diagnostics

64 DMPX Soft X-Ray
channels

4 X Te channels

14 FIR (density) channels

TCV diagnostics
4 134 Magnetics
2 density (central FIR)
4 diamagnetics loops
21 coil currents
TCV actuators
Node 2b: — \/\ 14 ECRH signals
Multi CPU node, for debug 35 coils power supply cmds
controllers 3 gas valves
Typical rate 10 kHz
3.3 GHz CPU \/\ 15 configurable
PWM outputs

SCD EtherCAT network

1.46 GHz CPU <
(Intel Atom 1 core;

Node BKM1:

SCD EtherCAT master node
Typical rate 1 kHz

g =4 p=4 b=~
1 1 1 1

NBH llot SE ECRH llot SW ECRH X3U
Status measures: measures: launcher
Power ref. Lines power Lines power controller
Power meas. monitors monitors

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PrL

And 2020

TCV
diagnostics

64 fast magnetic \N

probes

TCV
diagnostics

54 ECE \’\A

channels
Il Swiss
Plasma
Center

Node 3:
Multi CPU Computational node
Typical rate 0.5 — 2 kHz

3.5 GHz CPU
(Intel i7 6 cores)

Node 1:

Soft X-ray & density
Typical rate 10kHz

Node 6:
Multi CPU Computational node
Typical rate 0.5 — 2 kHz

3.5 GHz CPU
(Intel i7 6 cores)

t

Node 7:
Multi CPU fast magnetics

analysis node
Typical CPUs rate 0.5 - 2 kHz
Typical sampling rate 250kHz

3.0 GHz CPU
(Intel i7 8 cores)

il

Node 8:

Multi CPU fast ECE analysis
node

Typical CPUs rate 0.5 — 2 kHz

Typical sampling rate 250kHz

3.0 GHz CPU
(Intel i7 8 cores)

A\

2.1 GHz CPU
— (Intel core 2 duo)

Node 2a:

Multi CPU node, for released
controllers

Typical rate 10 kHz

3.3 GHz CPU
(Intel i9 10 cores)

(Intel i9 10 cores)

TCV diagnostics

64 DMPX Soft X-Ray
channels

4 X Te channels

14 FIR (density) channels

<
Node 2b: I \/\
Multi CPU node, for debug
controllers
Typical rate 10 kHz
> 3.3 GHz CPU

SCD EtherCAT network

TCV diagnostics

134 Magnetics

2 density (central FIR)
4 diamagnetics loops
21 coil currents

TCV actuators

14 ECRH signals

35 coils power supply cmds
3 gas valves

\/\ 15 configurable

PWM outputs

1.46 GHz CPU
(Intel Atom 1 core;

Node BKM1:

SCD EtherCAT master node
ical rate 1 kHz

— 1= 1=01=0
1 1 1 1

NBH llot SE ECRH Ilot SW ECRH X3U
Status measures: measures: laun
Power ref. Lines power Lines power ntroller

Power meas. monitors

monito
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And 2020

TCV
diagnostics

64 fast magnetic \N

probes

TCV
diagnostics
54 ECE \’\A
channels
B Swiss

Plasma

Center

Node 3:
Multi CPU Computational node
Typical rate 0.5 — 2 kHz

3.5 GHz CPU

(Intel i7 6 cores)

Node 6:
Multi CPU Computational node
Typical rate 0.5 — 2 kHz

3.5 GHz CPU
(Intel i7 6 cores)

t

Node 7:
Multi CPU fast magnetics

analysis node
Typical CPUs rate 0.5 - 2 kHz
Typical sampling rate 250kHz

3.0 GHz CPU
(Intel i7 8 cores)

Node 8:

Multi CPU fast ECE analysis
node

Typical CPUs rate 0.5 — 2 kHz

Typical sampling rate 250kHz

3.0 GHz CPU
(Intel i7 8 cores)

A\

Node 1:
Soft X-ray & density
Typical rate 10kHz

2.1 GHz CPU
(Intel core 2 duo)

Node 2a:
Multi ode, for released

Typical rate 10 kHz

3.3 GHz CPU
(Intel i9 10 cores)

Node 2b:
Multi CPU node, for debug

controllers
Typical rate 10 kHz

3.3 GHz CPU
(Intel i9 10 cores)

TCV diagnostics

64 DMPX Soft X-Ray
channels

4 X Te channels

14 FIR (density) channels

AN

SCD EtherCAT network

TCV diagnostics

134 Magnetics

2 density (central FIR)
4 diamagnetics loops
21 coil currents

TCV actuators

14 ECRH signals

35 coils power supply cmds
3 gas valves

\/\ 15 configurable

PWM outputs

1.46 GHz CPU
(Intel Atom 1 core;

Node BKM1:
SCD EtherCAT master node
Typical rate 1 kHz

— 1= 1=01=0
1 1 1 1

NBH llot SE ECRH llot SW ECRH X3U
Status measures: measures: launcher
Power ref. Lines power Lines power controller
Power meas. monitors monitors

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PFL - Newnode 02

Inputs patch
panels

ADC system
(acq2106_076)

DAC + PWM
system
(acq2106_079)

Node 02 A
Industrial PC
(tcvrt20.crpp.tcv)

Node 02 B . d—
Industrial PC -
(tcvrt21.crpp.tcv)

Outputs patch
panel

Il Swiss
Plasma
Center
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=PL Old shot preparation workflow ~ 5comroueocoma

MDS+ parameters and
waveforms DB

MDS+ shot data

»
~—
\T/ . ~ G <

Il Swiss
Plasma
Center

Shot configured Simulink
block diagrams

Central server pulls all

(binary, custom format)
data and uploads them
on MDS+

Plasma discharge

Discharge data on control
computers RAM

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PrL

Il Swiss
Plasma
Center

What works and what not ?

Simulink guarantees algorithms
maintainability, simulability and
standardization.

JIT compilation enables an
enormous degree of flexibility.

JIT guarantees code simulability
w.r.t. shots

Multi-computer architecture
protects us against crash prone
control codes.

JIT compilation isn’t shot-frendly at
all. It’s too slow, error-prone and
heavy to maintain to cope with a
tokamak shot sequence.

JIT is a huge waste of resources for
consolidated algorithms.

In house HIC code demands too
much maintenance efforts,
preventing system extensibility.

MDS+ RT data storage phase now
is simply too complicated and
involved, we need simplification
and standardization.

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=F*L " How to improve, which constraints ?

= Avoid JIT compilation, at least for consolidated algorithms

= Retain algorithms simulability

= Retain and tighten MATLAB/Simulink and MDS+ parameters
and waveforms links

= Tighten hardware interface code and MDS+
= Retain TCV MDS+ DB (also used by many others actors)

Il Swiss
Plasma
Center

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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MDS+ parameters and
waveforms DB

Il Swiss
Plasma
Center

Common set of loader

mechanism

=PrL 2020 shot preparation

Simulink model

Realtime Thread

Control system

HARTE

Simulink
simulation

Automatic code —
generation

RT execution

MDS+ shot data S

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PrL

2020 shot preparation

Simulink model

Simulink
MDS+ parameters and simulation
waveforms DB
~— Common set of loader Automatic code —
~— mechanism generation
— RT execution

Il Swiss
Plasma
Center

Equivalent function
MATLAB and C++
loader classes => data
driven RT application
required

Realtime Thread

Control system

HARTE

MDS+ shot data e

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PrL

Il Swiss
Plasma
Center

Not JIT control code compilation

A, B, wi(t) and w2(t)
retrieved within

MATLABonlyfor e ~ ~ —— >

simulation

l

Simulink block diagram
implementing:

Y(t) = A*ul(t) + B*u2(t) +
wl(t) + w2(t)

Simulation

MDS+ parameters and
waveforms DB

N
v

Simulink codegen and
C comp. now embed
automatically data
retrieval infos into
the generated code

A, B, wi(t) and w2(t)
retrieved directly by the
HIC before every shot

J

Object code executed by HIC:

MDS+ connect, take
A,B,wl(1),w2(2) and then:

Y(t) = A*ul(t) + B*u2(t) + wi(t)
+ w2(t)

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PrL
Simulink algorithm with
tunable parameters
‘o
Il Swiss
Plasma
Center

“MDS+ aware” Code generation from Simulink

Linux shared library

Simulink coder with
enabled CAPI +C

compiler Shiived
CC oricc
@ ) Library
> SO
( v /
Introspective — =
interface for 1/O
ports
_In:rofs pecft Ivet bl Introspective Introspective
Interrace 10r tunapie interface for interface for
parameters internal states internal signals

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PFL SCD hardware interface code atthe tuming point

You have no class.

L

In house developed C++ project

Pros:

Full control on every part of the code.

Fine tuning of RT performances (we deal with 100us cycle
time machines).

Code complexity can be kept low.

Code functionalities can be tailored specifically for TCV.

Cons:

°
(]
(]
(]
Il Swiss

Plasma
Center

Maintainable code architecture, skills and time needed.
Used only here, no support form any community.
MDS+ integration must be developed on purpose
Data driven application required for avoiding just in
time code compilation

FAE | MARTe2 framework

Pros:

Comprehensive multi CPU control systems framework with
a number of already developed functionalities: web
interface, UDP logger, state machine, signal collection,
MDS+ read/Awrite interface

Support from a community, standardization of control
nodes enforced.

Data driven application natively supported

Cons:

o specifc inert " L(TDL I

Quite big multiclass C++ project to learn.

assessed:

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PFL MDS+ -> MATLAB loaders classes

<

Aouts 24 Mes_Obs_Amat

observables pretreatment

Ref Obs_Amat

A matrix

G MATRIXL digdens1_cmd_subst

<]

Lt 03

references pretreatment
MS arder for IOH control

\

Pl

M matrix

obj=obj. addparameter(5CDclass_mdsparmatrix ('\pcs: :phys_mat_a', 'A_matrix' DR

Upon model actualization, loader classes fetch actual parameters from MDS+
database(s) and actualize them in Simulink tunable parameters

Il Swiss
Plasma v
Center
Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PrL

+SCDa}go:hybrid__tp—ﬁ\_matrix

Il Swiss
Plasma
Center

MDS+ -> MARTe2 loader classes

Upon MARTEe?2 start, loader
classes fetch actual parameters
from MDS+ database(s) and make
them available within MARTe2 as
referenceable objects, with
methods for interacting with them

MARTe2

N S
NS

N’

= { C_Lass:MDSParMatrtx

AT Legger

HTT™
interface

|
e | R

Machinz

MudRiga
Intarfaca

Extarral Interfaces

sjoufips poueys

Realtime Thread ||

WLARTR

Path="''\pcs:  phys_mat_a"

In this example, after this process, there is a
instance of a MDSParMatrix class in MARTe2
whose name is “SCDalgo_hybrid_tp-A_matrix”
holding the actual value of the parameter,
retrieved from MDS+ at \\pcs::phys_mat_a

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PFL  TCV Simulink plasma control simulation example

Matlab
loader

N

classes
N
v

Shot parameters

From MDS+ L]

Shot ADC data

From MDS+
Matlab
N— loader
N~—~ classes
v
Il Swiss
Plasma
Center

l' Shot simulation

4] 4

OH1_DAC

I~ GA51_DAC

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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£PFL  TCV real-time shot reprocessing with MARTe2 example

MARTe2
loader

» — 1 classes

N

N

Shot parameters
From MDS+

Shot ADC data

From MDS+
MARTe2
N loader
N~—— classes
N
Il Swiss

Plasma
Center

l, RT reprocess run

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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PrL

Il Swiss
Plasma
Center

First shot controlling TCV (65195 vs. 65216)

Z[m]

0.8

0.6

0.4

0.2

-0.2

-0.4

-0.6

-0.8

=
" nonnn

- =
U‘P —
] ]

M~
"

Close figs

0.8 1 1.2
R [m]
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=PFL  Legacy analog controllervs. SCD

Il Swiss

Plasma

Center

65195 0.55 s 65216 0.55 s

hybrid The SCD clearly SCD with

controller reproduces a better hybrid
emulator

shape.

This is due (my
speculations):

1) Analog offsets in old
wavegens units

2) Analog offsets in
hybrid matrix signal
paths

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PrL

Il Swiss
Plasma
Center

RTLIUQE ported to new node 02

liugeLXBus
©

singlp

{

8))

o - o oo
YV VWO Wy

<Fi=

single

{

8))

<Bmz

single {19)

<la=

single (38)

<ls>

single

<Ft=

single

<lp=

single

<rBt>

Y

Ff

Ft

Bt

b
REE
413
bfp
==

d2FA -

Opy
5

iT

BF3l test parameters

= Inserted on a second CPU (thread) of

node 02 debug machine at 1 ms cycle
time

= <250us execution time on a 65x28 flux
grid

= Demonstrates feasibility of inter

process communication at sub-ms
speed on MARTe2

= Can be routinely run for every
discharge when SCD is inserted

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PrL

Il Swiss
Plasma
Center

MST1T06/T12 setup of node 02

Z.1 OGHZ CLruU A
— (Intel core 2 duo)

Node 2a:
Multi CPU node, for released

controllers
Typical rate 10 kHz

3.3 GHz CPU
(Intel i9 10 cores)

-

Node 2b:
Multi CPU node, for debug

controllers
Typical rate 10 kHz ‘

—b- 3.3 GHz CPU I

= CPU1 (10kHz) : hybrid emulator
(modified for taking gas command
from SAM)

= CPU2 (1kHz): RT LIUQE

= CPUS3 (1kHz): Supervisory and
Actuator Manager code (SAM)
configured with tasks for disruption
avoidance experiments

= 10 kHz multi CPU system run for the
first time

= Results in Olivier's and Trang Vu's
presentations

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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Status of SCD algorithms m

= Hybrid Emulator (fully
interfaced with MDS+ PCS
parameters)

= LIUQE-RT

= Supervisor & Actuator
Manager (MDS+ interface
pending)

= NBI interface

= Detachment Control (MDS+
interface pending)

Shape Control

ECRH interface

RAPTOR
RAPTOR-LIUQE coupling
RT-TORBEAM (forward)
RT-TORBEAM (reverse)
Sawtooth detector(s)

Magnetics analysis (SVD, LM and
standard)

RT-ECE correlation
RABBIT

NTM controller
RAPDENS

ELM — LH observer

-3
©

Galperti Cristian

Il Swiss
Plasma
Center
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=PrL

Il Swiss
Plasma
Center

Outiook

= Port all control code to the new compile less approach in
MATLAB/Simulink

= Port all rest of the nodes to MARTe2

= Integrate with tcvpc
= Commission new 64 bit node 01 in the new ilot NE

= Test a pilot “mini Thomson” in parallel with the present system ?

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PFL  Control node architecture

Files coming from

Control algorithm code host computer

l A real-time computer node

S Control algorithm code
(dynamically linked shared

library .so)

g b

Hardware interface code
(Executable) A

Signals from

RFM acquisition

signals for
actuators,

parameters
 m—

probe signals

P i—]

waveforms

Input signals

diagnostics

RAM buffer

Optical fiber cables
Data write to and read from other nodes

Hardware interface

W Swiss code (HIC from now on)
Plasma
Center

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=PFL  MATLAB MDS+ loaders classes
&

K]

G

S oo 22 2

8

ol

Outl
Aouts 24 Mes_Obs_Amat

R

observables pretreatment

Ref Obs_Amat

A matrix

G MATRIXL digdens1_cmd_subst

<]

references pretreatment

AMS order for IOH control

M matrix

obj=SChclass_algo( 'SChalago hybrid');
obj=obj. settiming(-4 5,61e-4,63),
obj=obj. addtunparamstruct{'SCDalgo_hybrid_tp'}),

obj=obj. addparameter(SCDclass_mdsparmatrix ('\pcs: :phys_mat_a' "A matrix! 1)
obj=obj. addparameter(SCDclass_mdsparmatrix {'\pcs::phys_mat_m' "M_matrix' 1)
obj=obj. addparameter(SCDclass_mdspar3Dmatrix ("\pcs: :phys_mat gl', 'Gl_matrix' 1)
obj=obj. addparameter(SCDclass_mdspar3Dmatrix {'\pcs::phys_mat_g2', 'G2_matrix' 1)
obij=obj. addparameter(SCDclass_mdspar3Dmatrix {'\pcs: :phvf mat_a3', "G3_matrix' 1)
obj=obj. addparameter(SCDclass_mdsparfixdimvector {'dim_of(\pcs: phys_mat_addresses. G)', 'G_time' ,50))
obj=obj. addparameter(SCDclass_mdsparfixdimvectorint ('\pcs: phys mat addresses G, 'G_order' ,50))
B Swiss
Plasma
Center
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=PFL  MATLAB MDS+ loaders classes
&

K]

G

S oo 22 2

8

=

ol

Outl
Aouts 24 Mes_Obs_Amat

R

observables pretreatment

Ref Obs_Amat
A matrix

G MATRIXL digdens1_cmd_subst

<]

references pretreatment

AMS order for IOH control

M matrix

obj=SChclass_algo( 'SChalago hybrid');
obj=obj. settiming(-4 5,61e-4,63),
obj=obj. addtunparamstruct{'SCDalgo_hybrid_tp'}),

obj=obj. addparameter(SCDclass_mdsparmatrix ('\pcs: :phys_mat_a' "A matrix! 1)
obj=obj. addparameter(SCDclass_mdsparmatrix {'\pcs::phys_mat_m' "M_matrix' 1)
obj=obj. addparameter(SCDclass_mdspar3Dmatrix ("\pcs: :phys_mat gl', 'Gl_matrix' 1)
obj=obj. addparameter(SCDclass_mdspar3Dmatrix {'\pcs::phys_mat_g2', 'G2_matrix' 1)
obij=obj. addparameter(SCDclass_mdspar3Dmatrix {'\pcs: :phvf mat_a3', "G3_matrix' 1)
obj=obj. addparameter(SCDclass_mdsparfixdimvector {'dim_of(\pcs: phys_mat_addresses. G)', 'G_time' ,50))
obj=obj. addparameter(SCDclass_mdsparfixdimvectorint ('\pcs: phys mat addresses G, 'G_order' ,50))
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=PFL  MATLAB MDS+ loaders classes
&

K]

G

S oo 22 2

8

=

ol

Outl
Aouts 24 Mes_Obs_Amat

R

observables pretreatment

Ref Obs_Amat
A matrix

G MATRIXL digdens1_cmd_subst

<]

references pretreatment

AMS order for IOH control

M matrix

obj=SChclass_algo( 'SChalago hybrid');
obj=obj. settiming(-4 5,61e-4,63),
obj=obj. addtunparamstruct{'SCDalgo_hybrid_tp'}),

obj=obj. addparameter(SCDclass_mdsparmatrix ('\pcs: :phys_mat_a' "A matrix! 1)
obj=obj. addparameter(SCDclass_mdsparmatrix {'\pcs::phys_mat_m' "M_matrix' 1)
obj=obj. addparameter(SCDclass_mdspar3Dmatrix ("\pcs: :phys_mat gl', 'Gl_matrix' 1)
obj=obj. addparameter(SCDclass_mdspar3Dmatrix {'\pcs::phys_mat_g2', 'G2_matrix' 1)
obij=obj. addparameter(SCDclass_mdspar3Dmatrix {'\pcs: :phvf mat_a3', "G3_matrix' 1)
obj=obj. addparameter(SCDclass_mdsparfixdimvector {'dim_of(\pcs: phys_mat_addresses. G)', 'G_time' ,50))
obj=obj. addparameter(SCDclass_mdsparfixdimvectorint ('\pcs: phys mat addresses G, 'G_order' ,50))
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=PFL  MATLAB MDS+ loaders classes

<

Aouts 24 Mes_Obs_Amat

observables pretreatment

Ref Obs_Amat

A matrix
G MATRIXL digdens1_cmd_subst
1 o
s e et
obj=obj. addparameter(5CDclass_mdsparmatrix ('\pcs: :phys_mat_a', 'A_matrix' DR
Upon model actualization, loader classes fetch actual parameters from MDS+
’ database(s) and actualize them in Simulink tunable parameters
\-,/
v
" Blsma S’

Center
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Il Swiss
Plasma
Center

+MDSParameters =
Class MDSObjLoader

And their translation in MARTe2

MDSObjLoader instance, hosting a set of MDS+

connections

+ConnectLon tcvdata teov_shot

Class=MDSObjConnection
Server=tcvdata epfl ch
Tree=tcv_shot
+SCDalgo_hybrid tp-A matrix
+SCDhalgo_hybrid_tp-M_matrix
+SCDhalgo_hybrid tp-G1 _matrix
+5CDalgo_hybrid tp-G2_matrix
+5CDhalgo_hybrid tp-G3 matrix
+5CDalgo_hybrid tp-G_time
+5CDhalgo_hybrid_tp-G_order

e e e e e ey

MDSODbjConnection instance, hosting a set of
MDS+ loader classes from that connection

and holds its actual value

/ MDSParMatrix instance, describing a link between a
[ MDS+ parameter and a MARTe2 class which loads

Class=MDSParMatrix _ -a;;phFS_mat_a” 1
Class=MDSParMatrix pcs:  phys_mat_m' }
Class=MDSPar3DMatrix pcs:  phys_mat_gl" }
Class=MDSPar3DMatrix s phys_mat_g2" 1
Class=MDSPar3DMatrix \pcs: : phys_mat_g3" 1
Class=MDSParFixDimVector Path=' dLm oT-. pcs:  phys_mat_addresses: G)" Dim=50 }
Class=MDSParFixDimVectorInt Path="1" .phys_mat_addresses: G" Dim=50 }

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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+SCDa}go:hy_brid__tp—ﬁ\_matrix

Il Swiss
Plasma
Center

MDS+ -> MARTe2 loader classes

Upon MARTEe?2 start, loader
classes fetch actual parameters
from MDS+ database(s) and make
them available within MARTe2 as
referenceable objects, with
methods for interacting with them

MARTe2

N S
NS

v

= { C_Lass:MDSParMatrtx

AT Legger

HTT™
interface

|
e | R

Machinz

MudRiga
Intarfaca

Extarral Interfaces

sjoufips poueys

Realtime Thread ||

WLARTR

Path="''\pcs:  phys_mat_a"

In this example, after this process, there is a
instance of a MDSParMatrix class in MARTe2
whose name is “SCDalgo_hybrid_tp-A_matrix”
holding the actual value of the parameter,
retrieved from MDS+ at \\pcs::phys_mat_a

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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Simulink algorithm with
tunable parameters
‘o
Il Swiss
Plasma
Center

“MDS+ aware” Code generation from Simulink

Linux shared library

Simulink coder with
enabled CAPI +C
compiler

(gcc orice) Shared
J Library
> SO
( . .
Introspective —
interface for I/O
ports
Introspective Introspective Introspective
interface for tunable interface for interface for
parameters internal states internal signals

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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=P*L " The SimulinkWrapperGAM

Il Swiss
Plasma
Center

Name of the Linux .so library generated with

MATLAB/Simulink code generator _ o
Prefix name of Simulink global symbols to be

retrieved from the .so

Name of the MDSObjLoader instance used to

+CGAMSimulink = { .
retrieve tunable parameters values

Class = SimulinkWrapperGAM

Library = "/home/dt100/simulinkcodgden/SCD rtccode 02 02 so

SymbolPrefix = "SCD rtccode 02 02"

Verbosity = 1 . .

TunParSourceGAM = MDSParameters Simulink I/O pOrtS mapped to MARTe2

SkipMNotOkTunParams = 0 A{’////’

InputSignals = {

realtime = { DataSource = DDB1 Type = float32 NumberOfElements = 1  CheckSimulinkType = truse NumberOfDimensions=1
adc = { DataSource = DDB1 Type = intl6 NumberOfElements = 192 CheckSimulinkType = true NumberOfDimensions=1
rfm_in = { DataSource = DDEl Type = uint8 MumberOfElements = 664 CheckSimulinkType = false NumberOfDimensions=1
wavegen = { DataSource = DDB1 Type = float32 NumberOfElements = 62 CheckSimulinkType = trus NumberOfDimensions=1
proc_in = { DataSource = DDB1 Type = float32 NumberOfElements = 3  CheckSimulinkType = false NumberOfDimensions=1

OutputSignals = {

dac = { DataSource = DDB1 Type = intl6 NumberOfElements = 64 CheckSimulinkType = true NumberOfDimensions=1
mem = { DataSource = DDEl Type = uint8 MumberOfElements = 156 CheckSimulinkType = false NumberOfDimensions=1
Do = { DataSource = DDB1 Type = uint8 MumberOfElements = 4  CheckSimulinkType = true NumberQfDimensions=1
rfm_out = { DataSource = DDB1 Type = uint8 NumberOfElements = 640 CheckSimulinkType = false NumberOfDimensions=1
proc_out = { DataSource = DDBl Type = float32 NumberOfElements = 1  CheckSimulinkType = false NumberOfDimensions=1
info = { DataSource = DDBE1l Type = uint8 MumberOfElements = 16 CheckSimulinkType = false NumberQfDimensions=1

}
+SimulinkReadyMsg = { Class = Message Destination = RTApp.Data. MDSWriter Function = SetupBusSignals Mode = ExpectsReply
+Parameters = { Class = ConfigurationDatabase paraml = RTApp. Functions. GAMSimulink } }

Control and Operation of Tokamaks, 09.02.2023, Lausanne
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<z s 7]

Mes_Obs_Amat

observables pretreatment
Amatrix

Simul

references pretreatment

AMS order

for IOH control

Erors

G MATRIXL digdens1_cmd_subst

M matrix

Shared
Library

[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
H OJWISS
Plasma
Center

- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinklrapperGAM.

- SimulinkWrapperGAM
- SimulinkWrapperGAM

- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.

- SimulinkWrapperGAM
- SimulinkWrapperGAM
- SimulinkWrapperGAM

- SimulinkWrapperGAM.
- SimulinkWrapperGAM.
- SimulinkWrapperGAM.

Cpp:
Cpp:
Cpp:
cpp:
cpp:
cpp:
Cpp:

cpp

Cpp:
Cpp:
Cpp:
Cpp:
Cpp:
Cpp:
Cpp:
Cpp:
cpp:
cpp:
Cpp:
Cpp:

cpp

cpp:
cpp:
cpp:

363]
387]
708]
751]
914]
914]
914]
914]
914]
914]
914]
914]
806]
914]
914]
914]
914]
914]
914]
914]
751]
914]
751]
806]

Allocating Simulink model dynamic memory
Jfhome/dt100/simulinkcodegen/SCD rtccode 02 02.so, number of main tunable parameters: 5

Simulink C API wversion

SCDalgo_hybrid_tp
A_matrix
M_matrix
Gl_matrix
G2_matrix
G3_matrix
G_time

G_order
WC_start_time
mgams

| mvloop

| iterat

| ikriz

| inova

| nfast
ensignbits
endigdens1
SCDalgo_signbits_tp
| A_matrix
SCDalgo_02stddiag_tp
| ADCpre

number
struct
offset
offset
offset
offset
offset
offset
offset
offset
nested
offset
offset
offset
offset
offset
offset
offset
struct
offset
struct
nested

1
with 11 elems, size
0 , type float
11520, type float
14720, type float
35840, type float
56960, type float
78080, type float
78280, type
TB480, type
struct with
0 , Type
4 , type
8 , type

float (4
5 elems,
int
int
int
int
int

12 type
16 type
78596, tvpe
78600, type
with 1 elems, size

with 2
struct

elems, size

nkWrapperGAM, parameters introspection

Stte
Machina

v

13068 bytes,

bytes)
bytes)

bytes),
bytes),
bytes),
bytes),
int (4 bytes)
bytes),
offset:
(4 bytes)
(4 bytes)
(4 bytes)
(4 bytes)
(4 bytes)
float (4 bytes),
float (4 bytes),
11520 bytes,

o] type float (4 bytes), ndims 2,
6096 bytes,

with 3 elems, offset: 0,

dims
dims
dims
dims
dims
dims
dims
dims

, ndims 2,
, ndims 2,
ndims 3,
ndims 3,
ndims 3,
ndims 2,
ndims 2,
ndims 2,
78576,

ndims 2,
ndims 2,

i dims
: ndims 2,

dims
dims
dims
dims
dims
dims

ndims 2,
ndims 2,
ndims 2,
ndims 2,

dims

Mussngo
Intarfaca

Exterdal Intorfaces

[24,
[20,
[22.
[22.
[22,
[50,
[50,
[24,

base
1207,
407,

24,107,
24,107,
24,107,

=Juus poieys

Realtime Thread

addr:
addr
addr
addr
addr
addr
addr
addr
addr
addr:
addr
addr
addr
addr
addr
addr
addr
addr
addr
addr:
addr:

HARTY

0x00007FE4AD72BEQO

Ox7Tedad728e00,
Ox7fedad72bboo,
Ox7fedad72c780,
Ox7fedad731a00,
Ox7fedad736cB0,
Ox7fedad73bfoo,
Ox7fedad73bfcs,
0x7fed4ad73c090,

0x00007FE4AD73COFO

Ox7fed4ad73cof0,
Ox7fedad73cOf4,
Ox7fedad73cOfE,
Ox7Tedad73cOfc,
Ox7Tedad73c100,
Ox7fedad74f3f4,
Ox7fedad74f3f8,

0x00007FE4AD726100

Ox7fedad726100,

0x00007FE4ADT724920
0x00007FE4ADT724920

ortent:
orient:
orient:

orient

orient:
orient:
orient:
orient:

ortent:
ortent:
ortent:
ortent:
ortent:
orient:
orient:

orient:

matrix
matrix
matrix
matrix
matrix
matrix
matrix
matrix

matrix
matrix
matrix
matrix
matrix
matrix
matrix

matrix

col
col
col
col
col
col
col
col

col
col
col
col
col
col
col

col
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[Information - MDSObjComnection. cpp:81]

tinformatton - MDSParameters.cpp:847]. MDSParMatrix actualize:

[Information - MDSParameters.cpp:847]: MDSParMatrix actualize:

[Information - MDSParameters.cpp:964]: MDSPar3DMatrix actualize: ‘\pcs::phys_mat_gl

[Information - MDSParameters.cpp:964]: MDSPar3DMatrix actualize: ‘\pcs::phys_mat_g2

[Information - MDSParameters.cpp:964]. MDSPar3DMatrix actualize:. ‘\pcs.:phys_mat_g3

2) Parameters are actualized into exposed Simulink

tunable parameters by the instances of

SimulinkWrapperGAM

Il Swiss
Plasma

-pr- | ] m u 111
=PrL iImuinkKyvrappe parameters acwailizauon
y c
8
I " o
= o
; b5
1) Parameters are loaded into MARTe by the g
S - p . . 8
> [ MDSObjLoader class, one time per run.
Sy —
Connection_tcvdata_tcv_shot init, Server: tcvdata.epfl.ch, Tree: tcv_shot, number of subclasses: 49
[Information - MDSObjlLoader.cpp:81]:MDSParameters connecting to server: tcvdata. epfl.ch, tree: tecv_shot, shot: 53600
\pcs. . phys_mat_a
-> MDSParameters. Connection_tcvdata_tcwv_shot. SCDalgo_hybrid_tp-A_matrix, vector numDims: 2, [24,120]
\pcs: :phys_mat_m
-> MDSParameters. Connection_tcvdata_tcv_shot. SCDalgo_hybrid_tp-M_matrix, vector numDims: 2, [20,40]
-> MDSParameters Connection_tcvdata_tcv_shot SCDalgo_hybrid_tp-Gl_matrix, vector numDims: 3, [22,24,10]
-> MDSParameters. Connection_tcvdata_tcv_shot. SCDalgo_hybrid_tp-G2_matrix, vector numDims: 3, [22,24,10]
-> MDSParameters. Connection_tcvdata_tcwv_shot. SCDalgo_hybrid_tp-G3_matrix, vector numDims: 3, [22,24,10]
L1 B
Shared
s Library
> SO
extordal Intortaces . ) » )
e sz, ,.'.’\,"
[Information - SimulinkWrapperGAM. cpp:632]: Parameter SCDalgo_hybrid_tp-A_matrix correctly actualized
[Information - SimulinkWrapperGAM. cpp:632]: Parameter SCDalgo hybrid tp-M matrix correctly actualized
[Information - SimulinkWrapperCAM. cpp:632]. Parameter SCDalgo_hybrid_tp-Gl_matrix correctly actualized
[Information - SimulinkWrapperGAM. cpp:632]. Parameter SCDalgo_hybrid_tp-G2_matrix correctly actualized
[Information - SimulinkWrapperGAM. cpp:632]: Parameter SCDalgo_hybrid_tp-G3_matrix correctly actualized
tiﬁformatton - SimulinkWrapperCAM. cpp:634]: Parameter SCDalgo_hybrid_tp-ensignbits unlinked, using compile time value
[Information - SimulinkWrapperGAM. cpp.634]. Parameter SCDalgo_hybrid_tp-endigdensl unlinked, using compile time value

Center
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single
realtime

realtime

ADCO2bus
e A
adc

adc

fm_in

[Information
[Information
[Information
[Information
[Information

[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information

[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information
[Information

RFMINbus

SimulinkWrapperGAM, I/0 ports introspection

SimulinkWrapperGAM.
SimulinkWrapperGAM.
SimulinkWrapperGAM.
SimulinkWrapperGAM.
SimulinkWrapperGAM.

SimulinkWrapperGAM.
SimulinkWrapperGAM.
SimulinkWrapperGAM.
SimulinkWrapperGAM.
SimulinkWrapperGAM.
SimulinkWrapperGAM.
SimulinkWrapperGAM.
SimulinkWrapperGAM.
SimulinkWrapperGAM.
SimulinkWrapperGAM.

SimulinkWrapperGAM.
SimulinkClasses
SimulinkClasses
SimulinkClasses
SimulinkClasses
SimulinkClasses
SimulinkClasses
SimulinkClasses
SimulinkClasses
SimulinkClasses
SimulinkClasses
SimulinkClasses

cpp:
cpp:
cpp:
cpp:
cpp:
cpp:
cpp:
cpp:
cpp:
cpp:
cpp:

Cpp:
Cpp:
Cpp:
Cpp:
Cpp:

Cpp:
Cpp:
Cpp:
Cpp:
Cpp:
Cpp:
Cpp:
Cpp:
Cpp:
Cpp:

cpp:
3807: IN
3807
3807
3807
3807
3807
3807
3807
3807
3807
3807

3977
12037
10467
12037
12037

10467
11037
12037
12037
11037
12037
12037
12037
12037
12037

4057

IN
IN
IN
IN
ouT
ouT
ouT
ouT
ouT
ouT

fhomefdt100!51muankcodegeniSCD rtccode_02_02 so,

realtime

adc

| ctlint_bpol_avg_001
| ctlint_bpol_avg_002

rfm_in

Ff

| B
| IPF
| I

NodeO1_ RFM
| a1l
| zero
Node02_RFM
| flags

/home/dt100/simulinkcodegen/SCD_rtccode 02_02.
port,
port,
port,
port,
port,
port,
port,
port,
port,
port,
port,

name:
name:
name:
name:
name:
name:
name:
name:
name:
name:
name:

realtime,
, at
, at

adc
rfm_in

wavegen ,
proc_in ,
, at
, at
, at

dac
mem
DO

rfm_out ,
proc_out,
, at

info

at

at
at

at
at

112
3
@
o G
Shared g
Library i 8
> SO 3
Mossnge
;" : \ Extordal Interfaces L |
L g g 4 Realtime Thrend ¢
number of root inputs: 5
offset @, type float (4 bytes), ndims 2, dims [1,1] , addr: 0x164e8890, orient: scalar
, struct thh 192 elems, size: 384 bytes, base addr: 0x00000000164E8894
, offset @ |, type short (2 bytes), ndims 2, dims [1,1] , addr: 0x164e8894, orient: scalar
, offset 2 |, type short (2 bytes), ndims 2, dims [1,1] , addr: 0x164e8896, orient: scalar
, struct with 6 elems, size: 664 bytes, base addr: 0x00000000164EBAL4
, nested struct with 2 elems, offset: O, base addr: 0x00000000164E8AL4
, offset @ , type unsigned int (4 bytes), ndims 2, dims [1,1], addr: 0x164eBal4, orient: scalar
, offset 4 | type float (4 bytes), ndims 2, dims [1,1] , addr: 0xl164e8al8, orient: scalar
, nested struct with 10 elems, offset: 8, base addr: Ox00000000164EBALC
, offset @ , type unsigned int (4 bytes), ndims 2, dims [1,1], addr: 0x164eBalc, orient: scalar
, offset 4 |, type float (4 bytes), ndims 2, dims [38,1] , addr: 0x164e8a20, orient: vector
, offset 156, type float (4 bytes), ndims 2, dims [38,1] , addr: 0xl164e8ab8, orient: vector
, offset 308, type float (4 bytes), ndims 2, dims [16,1] , addr: 0x164e8b50, orient: vector
, offset 372, type float (4 bytes), ndims 2, dims [1,1] , addr: 0x164e8b%90, orient: scalar
so, configured inmput/output ports:
0x164e8890, elems 1 , size 4 , homogeneus type, float(4)
0x164e8894, elems 192 , size 384 , homogeneus type, short(2)
Ox164e8al4d, elems 166 , slize 664 , mixed types
0x164e8cac, elems 62 , size 248 , homogeneus type, float(4)
0x164e8dad, elems 3 , size 12 , homogeneus type, float(4)
0x164e8dcO, elems 64 , size 128 , homogeneus type, short(2)
Ox164e8e40, elems 39 , size 156 , mixed types
0x164e8edc, elems 4 , size 4 , homogeneus type, unsigned char(1)
Ox164e8eel, elems 160 , size 640 , mixed types
0x164e9160, elems 1 , size 4 , homogeneus type, float(4)
0x164e9168, elems 3 , size 16 , mixed types
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=PFL  Simulink signals info automatic storage

Modified version of the released MDSWriter g
DataSource 3
+MDSHriter = { — 3
Class = MDSSPCHriter ™= printf style string escape numeric for addressing multiple
CPUMask = 0x10 MDS+ channels
StackSize = 10000000 x
TreeName = "rtc2"
StOEEOHT rigger = 1 7 On/0FF [T Parent |, TCWRTOZ,DAC:IAC_001 :NAHE
erbosity = 0 .
PulseMumber = -2 Tags: [
Signals = { a
Trigger = { Type = uint8 } : Unitss T
Time = { Type = i1nt32 TimeSignaly/= 1 TimeSignalMultiplier = le-6 } Eﬂfifﬂﬂ—:J e |
dac = 1 U e, UE_0t2 =l
NodeName = "TCVRTO2 DAC DAC_%03d. RAW" ac. LE_0L i
Indexed = 1 !
BusSrc = RTApp. Functions. GAMSimulink H 1=
BusName = dac
NamePath = " - NAME" k] Feply Feset| Lancl |
Period = 0. 0001
MakeSegmentAfterNhlrites = 100000
AutomaticSegmentation = O . . .
NumberOfElements = 64 It takes signal information (presently only the name)
SamplePhase = 0 from exposed methods of the given
] } SimulinkWrapperGAM instance
Il Swiss
Plasma
Center
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RT LIUQE reprocess run results

Simulation Help
- |- F S -

<rst>

Galperti Cristian

=niter>

[oJi=]

mem LY.2A

mam.LY.err

Sample ba
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SCD in integrated control

Node 06:

XTOMO (foreseen)

CPUL1.: FIR profile based density ...
control + RTLIUQE for RAPTOR ™™ ™™
CPU2: RAPTOR simulator
CPU3: RAPTOR observer
CPU4: MPC beta and profile
controller

-
Node 07:

CPU1L: MHD (rotating) analysis,

Plasma state observer+actuator manager

3.0 GHz CPU

CPU2: MHD (rotating) analysis (7 o
CPU3: MHD (locked mode) analysis™ ™ /™ e

Node 8:

Node 08:

CPU1: ECE crosscorrelation
NTM analysis and

NTM tracking

TCV diagnostics
54 ECE channels

—_—

14 CPUs on 6

Il Swiss
Plasma
Center

[=Y
[y
L]

Node 01: Xte, FIR and DMPX pre-processing

Galperti Cristian

Node 02: Hybrid emulator + shape
control, central signal switch and
. outputs to the plant.

P

Multi CPU Computational node
Typical rate 0.5 2 kiiz

3.5 GHz CPU

(Intel i7 & cores) EiherCAT network

— — [ —

Y

NBH ECRI measures:
Lines power monitors
Stray radiation monitors

3.0GHz CPU
(Inel i7 4 cores)

Node 03:

CPU1: RTLIUQE for shape control and
TORBEAM

CPU2: TORBEAM instance 1

CPU3: TORBEAM instance 2

CPU4: TORBEAM instance 3

computers to handle
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EPFL First shot controlling TCV (65195 vs. 65216),
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Close figs
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