nature

physics

LETTERS

https://doi.org/10.1038/s41567-019-0675-5

Vibrational spectroscopy at atomic resolution
with electron impact scattering

Kartik Venkatraman©?, Barnaby D. A. Levin

Atomic vibrations control all thermally activated processes
in materials, including diffusion, heat transport, phase trans-
formations and surface chemistry. Recent developments in
scanning transmission electron microscopy (STEM) have
enabled nanoscale probing of vibrational modes using elec-
tron energy-loss spectroscopy (EELS)"% Although atomically
resolved analysis is routine in STEM, vibrational spectros-
copy employing oscillating dipoles yields signals originating
from regions tens of nanometres in size, because the scatter-
ing angles are only a few microradians®. Recently, it has been
shown that energy-filtered images recorded at high scattering
angles display atomic resolution*. Here we show, using con-
ventional on-axis EELS, that non-dipole, impact scattering
vibrational signals are present, and exhibit atomic resolu-
tion. This on-axis signal shows variations in the spectral peak
shape and intensity as the electron probe is scanned across an
individual atomic column in a Si sample. Although atomic spa-
tial resolution in coherent elastic scattering will complicate
the quantitative interpretation of spectra from crystals, the
change in peak shape provides compelling evidence that the
vibrational EELS excitation process is highly localized. High
spatial resolution is also demonstrated in SiO,, an amorphous
polar material. Our approach represents an important techni-
cal advance that will provide new insights into the local ther-
mal, elastic and kinetic properties of materials.

Atomic and molecular heterogeneities such as interfaces, adsor-
bates and defects (including vacancies, interstitials, dislocations and
grain boundaries) often regulate kinetic pathways and are associ-
ated with vibrational modes that are substantially different from
bulk modes. The jump frequency characterizing kinetic processes
is of great practical importance and is determined by local phonon
and molecular vibrational modes in a system. Nanoscale vibrational
spectroscopy using scanning transmission electron microscopy elec-
tron energy-loss spectroscopy (STEM EELS) is already impacting
a wide range of important scientific problems, including the mea-
surement of surface and bulk vibrational excitations in MgO nano-
cubes®, probing hyperbolic phonon polaritons in hexagonal boron
nitride nanoflakes®, measuring temperature in nanometre-sized
areas with 1K precision’® and determining phonon dispersion in
nanoparticles’. The delocalized nature of certain vibrational signals
allows damage-free nanoscale detection for a variety of organic and
inorganic material systems'’"". This progress has been impressive,
and there is now considerable interest in performing vibrational
EELS at atomic resolution. Theoretical treatments have explored the
question of spatial resolution®, with some treatments suggesting
that atomic-resolution vibrational EELS should be possible'>-*%.

A necessary condition to perform atomic-resolution vibrational
EELS requires scattered electrons spanning a range of angles up to at
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least one Bragg angle to interfere'”. For STEM, this challenge can be
addressed by appealing to the reciprocity principle first described
by Cowley”. In STEM, an electron probe smaller than a (hkl) Miller
plane spacing can only be formed if the incident electron beam has
a convergence semi-angle of at least the Bragg angle. In the sample,
momentum transfers will take place across such a probe spanning at
least one Bragg angle, leading to interference fringes, ensuring that
a high-spatial-resolution signal will be collected by a spectrometer
located on the optic axis of the microscope (Fig. 1a). The conver-
gent illumination condition required to create the small probe and
achieve high spatial resolution necessarily means the vibrational
EELS signal entering the spectrometer will consist of an integral
over regions of momentum space spanning more than one Brillouin
zone boundary. This is also true for atomic-resolution core-loss
EELS and is a consequence of the uncertainty principle.

The vibrational spectrum associated with electron scattering has
features in common with both photon and neutron spectroscopies.
The electron interactions have been discussed previously in terms
of dipole and impact scattering in high-resolution EELS (HREELS)
using low-energy incident electrons®’. Dipole scattering is associ-
ated with the long-range Coulomb field, which excites vibrational
modes by polarizing the medium, giving spectral features similar
to those in infrared (IR) absorption spectroscopy'"'?. The practical
spatial resolution of dipole scattering is on the order of 20-200 A
and can be predicted with classical dielectric theories>*. Electrons
may also undergo impact scattering, exciting vibrational modes that
appear in neutron scattering but not IR spectroscopy; this includes
acoustic modes in all materials, optical modes in non-ionic mate-
rials, and symmetric stretching and deformation modes in ionic
materials”'. Impact scattering is associated with short-range interac-
tions and, in principle, should exhibit atomic resolution. A simple
way to identify impact modes in EELS is to compare IR, neutron
and electron vibrational spectra; impact modes will be present only
in the neutron and electron spectra.

A challenge for achieving atomic resolution is to avoid the delo-
calized dipole signal. For ionic materials, dipole signals, which arise
due to asymmetric stretching or deformation modes involving adja-
cent cations and anions, are much stronger than impact signals’.
The dipole signal is strongly forward peaked; to avoid this, in previ-
ous research the spectrometer entrance aperture outside the probe
convergence cone was displaced, achieving a spatial resolution of
better than 20 A (ref. >*). Others recently extended this approach,
showing that energy-filtered images including contributions from
acoustic and optical phonons recorded at high scattering angles
(>60 mrad) exhibit atomic resolution®. The collected EELS signal is
always modulated by the elastic scattering signal, which also shows
atomic-resolution contrast and complicates the interpretation of
variations in energy-filtered image intensities.
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Fig. 1| Acquisition geometry and vibrational spectra from silicon. a, Schematic showing the STEM EELS acquisition geometry used in the experiment,
with a=28 mrad and =12 or 24 mrad. b, Top: a typical raw vibrational energy-loss spectrum from Si acquired with =24 mrad (red circles). The blue
curve shows the background subtraction model employed. The vertical lines (blue and green) show the windows used to fit the background. Bottom: the
same spectrum after background subtraction. The blue curve shows the two Gaussian peak fitting model employed, which shows good agreement with
the data. ¢, Dispersion surfaces for Si (refs. %), Blue and red shaded areas correspond to peaks in the density of states on the upper branches from ~55 to
63meV (optical) and on a lower branch from ~40 to 50 meV (optical and acoustic).

Here, we demonstrate a different approach to avoid the dipole
signal that does not require off-axis high scattering angle detec-
tion, but instead relies on the presence of specific vibrational modes
that can only be excited via highly localized impact scattering. Our
approach differs from prior work in several important respects.
We employ conventional, on-axis EELS geometry, where the sig-
nal is strong. Spectral processing approaches are employed to iso-
late the impact signal associated with specific vibrational modes
from the non-characteristic background and dipole contributions.
Approximate corrections are made for the collected elastic signal to
minimize ambiguities in the interpretation of the spatial variation of
the vibrational signal. We show spatial variations in both the spec-
tral intensity and shape, further demonstrating the sensitivity of the
impact peak to the probe position within the unit cell.

We develop and prove the approach initially on Si, a non-ionic
elemental semiconductor where impact scattering predominates.
For ionic materials we selected SiO,, which shows an impact scatter-
ing peak located at a different energy loss from the stronger dipole
peaks. Our experiments demonstrate that a localized impact signal
in amorphous SiO, gives high resolution across an SiO,/Si interface.

Figure 1b shows an experimental spectrum from Si, with a strong
vibrational peak at ~60 meV and a secondary peak at ~45meV. In
EELS from a thin sample, most incident electrons are not scattered
and experience no energyloss, resulting in a very large zero-loss peak
(ZLP), and the instrument response function causes this peak to
have long tails extending to higher energy loss. Thus, the character-
istic vibrational signals sit on a rapidly falling background (Fig. 1b)
due to the ZLP tail and non-characteristic losses. This background
was modelled and subtracted from the vibrational peaks (for details
see Methods; examples are shown in Supplementary Fig. 1). In our
experiments, the large, rapidly varying background prevents us
from easily detecting and extracting useful signals below ~30meV,
where the background can be almost an order of magnitude greater
than at 60meV. We have therefore chosen to focus on phonons
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of energy >30meV. In the future, characterization of phonons of
<30meV will become more practical as further improvements in
energy resolution in vibrational EELS reduce the width of the ZLP,
and therefore reduce the background.

The intensity and shape of the phonon spectra can be expressed
as a product of a projected density of states and a position-depen-
dent dynamical form factor. A theoretical description of electron
scattering by phonons along with a schematic showing the scattering
geometry are provided in the Methods and Supplementary Fig. 2.
Qualitative insights on the origin of spectral features can be ascer-
tained from the phonon dispersion curves for Si (reproduced in
Fig. 1¢)*-%. The part of the phonon dispersion surface sampled dur-
ing our experiment is associated with a cross-section of the Brillouin
zone orthogonal to the beam direction, as shown in Supplementary
Fig. 3. Flat parts of the dispersion curves give rise to maxima in the
phonon density of states®, contributing to stronger spectral inten-
sity. The higher energy peak in the spectrum (~60meV) is associ-
ated with the upper transverse optical branches of the dispersion
curves, shaded blue in Fig. 1c, while the lower energy shoulder is
associated with longitudinal acoustic and optical modes, shaded
red. Contributions from the high and low energy branches to the
spectral intensity can be estimated with a simple peak fitting model.
Two Gaussians, constrained to widths between 10 and 30meV,
were fitted to background subtracted spectra, with peak positions
constrained to lie in the ranges 40-50 meV and 55-63 meV, corre-
sponding to the lower and higher energy bands described above.
The two-Gaussian model fits the experimental data well (Fig. 1b).

Inelastic neutron scattering (Supplementary Fig. 4) shows simi-
lar features between 40 and 60 meV (ref. *), which are not observed
with IR spectroscopy, confirming that the signals observed in EELS
are associated with impact scattering. To explore the localized
nature of the vibrational signals, the spectral intensity was investi-
gated as a function of electron probe position by performing lines-
cans across a Si unit cell. The images in Fig. 2a,b were recorded from
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Fig. 2 | Background subtracted spectra and linescan for large collection angle data. a, Atomic-resolution annular dark-field (ADF) image with electron-
beam monochromation of ~10meV from Si in [110] projection with light contrast corresponding to Si dumbbell column pairs. Scale bar, 10 A. A model of Si
in the [110] projection overlaid on the ADF image shows the position of atomic columns that form dumbbells. b, Magnified image of the area indicated by
ared box in a. Scale bar, 1A. The red arrow indicates the position and direction of EELS linescan acquisition. ¢, Individual normalized spectra from different
positions along the linescan, shown by the green x symbols in b. As in Fig. 1, the red circles are experimental data points and the blue line is the result of
the Gaussian fit. d, The variation in intensity for higher (blue) and lower (red) energy phonons over the linescan indicated in b. The profiles are spatially
aligned with the ADF image in b, as indicated by dashed green guidelines. An increase in phonon intensity can be observed around the dumbbell columns.

Si in the [110] projection with the monochromator slit inserted to
give 10 meV energy resolution, with a spectrometer entrance aper-
ture corresponding to a 24 mrad collection angle. The total intensity
entering the spectrometer passes through minima and maxima as
the probe moves on and off the atomic columns, primarily due to
interference effects associated with the phase contrast elastic bright-
field signal. To correct approximately for these interference effects,
each spectrum in the linescan was normalized to the total intensity
entering the spectrometer. One can plausibly argue that the spatial
resolution in the remaining signal is predominantly due to the pho-
non channel.

Figure 2c shows the resulting vibrational spectra with the probe
positioned on and off the Si dumbbells. Figure 2d shows the inte-
grated intensity of the low and high energy peaks as the probe is
moved. The spectral intensity of the 60 meV peak increases by ~40%
when the probe is positioned on the column. Figure 2d demonstrates
a spatial resolution of better than 2 A, clearly showing that atomic-
resolution vibrational spectroscopy can be accomplished in the for-
ward scattering geometry using the impact signal. The signal from
the lower energy peak is noisier, but also shows atomic resolution.

When the collection semi-angle was reduced to 12mrad, the
intensity difference for on and off column probe positions increased
to 60% for the 60meV line scan. Figure 3 shows the spectra and
integrated peak intensities as a function of position. Interestingly,
while the higher energy signal intensity still tracks with the high-
angle annular dark-field (HAADF) signal and peaks on the column,
the maximum of the lower energy signal is offset from the column
position. Furthermore, in contrast with the large collection angle
data, the energies of both peaks change significantly as the probe
moves between the columns. The lower energy peak increases in
intensity to a maximum as the probe approaches the column, and
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its energy position shifts from ~40 to 50meV. The higher energy
peak shifts from 60 to 58 meV as the probe moves onto the column.
Coherent elastic scattering may cause changes in the absolute inten-
sities of the vibrational signals. For delocalized inelastic scattering
processes, this would give no change in the relative intensities of
the observed peaks. However, Fig. 3¢ shows a significant change in
relative peak intensities, further demonstrating that the high spatial
resolution is substantially associated with a highly localized vibra-
tional excitation process.

For the small collection angle data, the lower energy peak shows
an asymmetry in the intensity with respect to the atomic column
position, which also correlates with an asymmetry in the bright-
field signal entering the spectrometer (Supplementary Fig. 5).
Simulations of convergent beam patterns (Supplementary Fig. 5)
show that small (~1 mrad) misalignments between the incident
cone and the spectrometer entrance aperture, as well as small
(~1mrad) specimen tilts, can introduce an asymmetry to the
intensity distribution in the bright-field signal recorded on either
side of the atomic columns. Contributions to vibrational spectra
from near Brillouin zone boundaries may also be sensitive to small
detector shifts or specimen tilts, which may explain the asymmetry
we observe.

The low energy peak lies at ~50 meV when the electron probe is
located close to the atomic column and is associated with the upper
branches between the X and L points of the Brillouin zone (Fig. 1c).
When the probe is located between the columns, the energy shifts
to ~40 meV, which is associated with other points in the 2D (110)
section of the Brillouin zone (Supplementary Fig. 3). The change
in energy suggests that the dynamical form factor for launching
phonons along different directions is strongly influenced by the
probe position.
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Fig. 3 | Background subtracted spectra and linescans for small collection angle data. a, ADF image of Si dumbbells with the monochromator slit inserted
to give 16 meV energy resolution. The red arrow indicates the position and direction of EELS linescan acquisition. Scale bar, 2 A. b, The variation in intensity
for higher (blue line) and lower (red line) energy phonons over the linescan indicated in a. A strong increase in higher energy phonon intensity can be
observed around the dumbbell columns. The maxima of the lower energy phonon intensity are offset relative to the dumbbell columns. ¢, Normalized
spectra at nine individual probe positions all separated by 0.6 A along the linescan between labels 1and 9 in a and b. Also shown are the two-Gaussian fits
(blue lines) to the spectra at all probe positions. The variations in the intensity and shape of the spectra with less than 1A shifts in probe position are clear.
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Fig. 4 | High-resolution vibrational spectroscopy in SiO,. a, Experimental energy-loss spectrum in SiO, far from the interface (solid blue line) and a
dielectric theory simulation of the spectrum (dashed red line). The peak at ~100 meV does not appear strongly in the dielectric simulation, indicating
that it is predominantly excited by impact scattering. b, Atomic-resolution ADF image of the SiO,/Si interface (showing the linescan direction across
the interface). Scale bar, 2nm (20 A). ¢, Normalized signal profiles across the interface—100 meV (blue) and 144 meV (red)—overlaid on the contrast-
reversed ADF signal profile. The 100 meV signal traces the ADF signal profile, thereby demonstrating high spatial resolution.

A form of momentum filtering also occurs for the higher energy
optical peak and can be interpreted in terms of a simple classical
picture where small impact parameter collisions are associated with
high momentum transfer. When the probe is on the atomic column
(small impact parameter), the peaks shift to 56-58 meV, correspond-
ing to high momentum transfers associated with excitations at the
Brillouin zone boundaries. When the probe is positioned between
the columns (large impact parameter), the spectral peak appears at
~60meV, associated with low momentum transfers. Atomic resolu-
tion can arise from these low momentum transfer modes with pure
elastic scattering followed by a normal phonon scattering process
in the first Brillouin zone. Alternatively, it could arise via Umklapp
scattering from neighbouring Brillouin zones, without the need for
elastic scattering. Given that the sample thickness is on the order of
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extinction distances (~50nm) for Bragg beams, it is likely that the
resulting signal with atomic resolution is a combination of both pos-
sibilities, but a quantitative interpretation of the contributions from
normal and Umbklapp scattering would require detailed calculations.

High spatial resolution in vibrational EELS is also possible from
ionic materials provided impact peaks can be identified. SiO, exhib-
its mixed ionic-covalent bonding and the background-subtracted
vibrational energy-loss spectrum (Fig. 4a) shows peaks at 58, 100
and 144meV. The peak at 100meV corresponds to a mixture of
SiO, stretching and SiO, bending modes™. The signal has a weak
dipole component (Fig. 4a) and a significant impact component,
which is present in neutron measurements of SiO, vibrational
modes (Supplementary Fig. 4)*. The spatial resolution of the SiO,
peaks was explored by performing EELS linescans across a SiO,/Si
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interface (see atomic-resolution ADF image in Fig. 4b). The impact
component of the 100meV signal was isolated (by subtracting the
dipole component) and all signals were normalized to the total
spectral intensity to correct for elastic scattering (Supplementary
Fig. 6). The sharpness of the profile from the impact signal is
controlled by the abruptness of the SiO,/Si interface. According
to dielectric theory, long-range electrostatic interactions and the
associated Begrenzungs effect should cause the dipole signal to
drop significantly at 20-30 A from the interface”. Linescans of the
144 meV dipole and the 100 meV impact signals are shown in Fig.
4c along with a contrast-reversed ADF signal. The ADF signal vari-
ation benchmarks the abruptness and mass thickness changes in the
sample near the interface. Whereas the 144 meV dipole signal shows
delocalization greater than the 30 A predicted by dielectric theory,
the 100 meV impact signal shows a much sharper profile and fol-
lows the ADF signal, demonstrating high spatial resolution. This
shows that high spatial resolution is not limited to elemental semi-
conductors but is possible in all materials (including amorphous
materials) that possess peaks where impact scattering dominates
over dipole scattering.

In common with other forms of atomic-resolution EELS, a quan-
titative interpretation of the spatial variations in the vibrational
spectrum will require the future development of a theory for coher-
ent inelastic scattering of electrons by lattice and molecular vibra-
tions. However, even the qualitative approach presented here is an
important advance that allows the excitation of vibrational modes
to be explored with on-axis STEM EELS geometry at atomic resolu-
tion. This method can be employed to investigate changes in the
character of vibrational modes around atomic-scale structural het-
erogeneities such as point defects, dislocations and grain bound-
aries. The ability to probe surface bonding and surface adsorbates
should also be possible.

Online content

Any methods, additional references, Nature Research reporting
summaries, source data, statements of code and data availability and
associated accession codes are available at https://doi.org/10.1038/
$41567-019-0675-5.
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Methods

Sample preparation. To investigate vibrational spectra in Si, a conventional cross-
section Si sample in a [110] zone axis orientation was prepared by dimpling and
ion milling. A second sample was prepared to investigate the Si/SiO, interface. The
top surface of a Si wafer was subjected to thermal oxidation at 900 °C to obtain a
~3 pm film of SiO, on the Si substrate. The oxidized wafer was then prepared for
STEM EELS analysis by performing a lift-out procedure using a Ga-ion beam and
an Omniprobe on a Nova 200 NanoLab (FEI) focused ion beam (FIB) combined
with a scanning electron microscope (SEM). The thickness of the

lift-out specimen measured using SEM approached ~100 nm near the edges

and ~80nm near the SiO,/Si interface. The interface plane normal was parallel

to the (001) crystallographic plane in Si while the zone axis was along the [110]
crystallographic direction in Si.

Monochromated STEM-EELS measurements. STEM EELS analysis was performed
on all samples using a NION HERMES UltraSTEM 100 aberration-corrected
electron microscope equipped with a monochromator, operated at 60 kV. The probe
convergence semi-angle was 28 mrad, and the corresponding collection semi-angles
were 12 and 24 mrad. To record spectra, a dispersion of 1 or 2meV per channel was
used with the 12mrad collection angle and 0.37 meV per channel was used with the
24 mrad collection angle. Aberration correction of the magnetic lenses up to the fifth
order produced probes of ~0.12nm diameter with beam currents of ~100 pA. During
the monochromated experiment, the beam current was ~10pA, and the energy
resolution was 15meV for the 12mrad collection angle and 10meV for the 24 mrad
collection angle. The monochromated probe size was estimated to be ~0.17 nm.

Background fitting to vibrational EELS spectra. All acquired spectra were
processed using the Gatan Microscopy Suite, the FIJI-Cornell Spectrum Imager’!
and custom-written MATLAB code. The spectra were calibrated first by using
cross-correlation to align the centre of the ZLPs to 0 meV. All spectra were then
normalized to the total intensity entering the spectrometer.

The characteristic vibrational peaks sit on a rapidly falling background arising
from both non-characteristic phonon losses and a tail on the zero-loss peak. The
signal-to-background ratio is typically 10-20%, making accurate background
modelling and correction critical to reveal subtle differences in the characteristic
peak shapes and intensities. Background subtraction in previous studies on
vibrational EELS has typically involved fitting a power-law or polynomial function
to the data using two fitting windows, one placed immediately before and one
placed immediately after the vibrational peak of interest. Earlier work on low-loss
EELS has tested several functions that can be used to approximate the form of
the ZLP itself*, finding the Pseudo-Voigt function (the sum of a Gaussian and a
Lorentzian) to be particularly well suited.

In this work, we also used a two-window method for background fitting. We
tested the exponential, power-law and linear combination of power-laws (LCPL)
functions because these have traditionally been used for background subtraction
in EELS’. In addition, we tested the Pseudo-Voigt and Pearson VII functions
(essentially a Lorentzian raised to a power)* because these can be used to model
spectral peaks, and we hypothesized that they might be superior functions to fit to
the tail of the ZLP than exponential or power-law functions. When processing our
experimental data, the most appropriate function for background subtraction was
chosen based on three main criteria:

«  Minimization of a reduced y? value for the fit within the fitting windows (using
the square root of the number of counts as a crude approximation of the noise)

o Inspection of spectra to ensure that the intensities in signal channels are posi-
tive after background subtraction (negative intensity is unphysical and results
from a background model that has overestimated the true background)

«  Robustness of background subtraction when changing the position and width
of the fitting windows (a significant drop in fit quality when repositioning
windows is indicative of a poor background model)

For silicon, we found that the Pseudo-Voigt function outperformed the other
fitting models, because it resulted in fewer background subtracted spectra with
regions of negative intensity and was more robust to changes in the width and
position of fitting windows.

For linescans across the Si/SiO, interface, we found the Pearson VII function
to be the most robust background model because it did not leave a region of
significant negative intensity after background subtraction between the vibrational
peaks at ~58 and 144 meV when the probe was positioned at the interface. In this
case, the fitting windows had to be spaced much further apart than they were for
the spectra from Si, which may make accurate background fitting
more challenging.

The MATLAB codes used to fit backgrounds are uploaded to B.D.A.L’s GitHub
page (https://github.com/bdalevin).

Gaussian fitting to background-subtracted Si vibrational spectra. After
background subtraction, we modelled the variation in the intensity of vibrational
spectra from Si using a simple two-Gaussian peak fitting model. Each Gaussian
was constrained to have widths of up to a maximum of 40 meV, because this

was the energy range over which the vibrational spectra of interest lay. A lower
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limit for Gaussian width was chosen based on the energy resolution of our
measurements (10 meV when using a larger collection angle and 15meV when
using a smaller collection angle). The peak positions were constrained to lie in the
ranges 55-63 meV and 40-50 meV to model the higher and lower energy phonon
dispersion branches in Si, as indicated in Fig. 1c.

The MATLAB code used to fit Gaussians to the spectra are uploaded to
B.D.A.L’s GitHub page (https://github.com/bdalevin).

Calculating the phonon dispersion surfaces. The 2D dispersion surfaces were
calculated with a combination of Phonopy and VASP using a 4 X 4 X 4 supercell
based on the primitive Si unit cell. The VASP calculations were converged to

1.0 X 10~%eV with PAW potentials. Phonon frequencies were calculated on a grid of
307 points spanning one quadrant of the 110 2D Brillouin zone***.

Theoretical model. The specimen thicknesses where measurements were
performed were on the order of 50 nm, which is similar to the extinction distance
for Si (110) (~55nm). There is therefore dynamical elastic diffraction both before
and after the phonon scattering. In many ways the process is similar to HAADE,
where lattice resolution is achieved by coherent interference in the incident probe,
followed by transfer to a detector by multi-phonon (thermal diffuse) scattering”.
In this case, the transfer is to the range of angles and energies selected by the
spectrometer, by both acoustic and optic phonons. The phonon intensity when the
probe is at position r, is an integral over contributions from slices of thickness dz at
depth z in a specimen of thickness ¢:

I(rp) = > //QOL(q/vt*Z)Q;]L'(q,at*Z)
LLgg hh

xH(q+L-g-qH (d +L —¢g —q) )

x Pgn(q,2) Py, (q,2)A(q + h)A(q + h')exp[—i(h — h')r,]dq'dqdz

where q’ represents the wavevector in the Brillouin zone characterizing the final
state accepted by the spectrometer, q is the wavevector in the Brillouin zone
representing the initial state (Fig. 1), q'-q is the phonon wavevector L,L’, g,g’,
h,h’ are reciprocal lattice vectors, A(q+h) is an aperture function defining the
incident probe, P,,(q,z) represents dynamical propagation of the incident electron
wave before the phonon scattering, which is represented by H(q"+L—g—q’), and
Qu(q',t — ) represents the dynamical scattering of the phonon scattered electrons.
The scattering operator for phonons is given by

Hia+9) = (a+8) (s ) e+ 00 +ewliaR)  ©)

where f,(q+g) is the electron scattering factor, R is the position of the second atom
in the primitive cell, M is the mass of the atom, w(q) is the frequency and e is the
polarization direction. We have assumed that energies that can be resolved by our
spectrometer are greater than kT (25 meV) and only phonon creation processes
need be considered. In a Bloch wave picture the dynamical diffraction propagation
matrices can be expressed as

Pgi(,2) = Y Chexp(ikiz)C} 3)

where k; are the eigenvalues and Cfé are the eigenvectors. Alternatively, the
propagation matrix can be calculated by the multislice method.

In the simplified theory we will neglect the dynamical elastic scattering before
and after the phonon scattering, and assume that just three beams contribute to
the image -g,0,¢ (in Si these could be (111) beams). Neglecting cross-aperture
interference, we have

Ag=q/—q
which is the net phonon momentum transfer.
The simplified intensity I(r,) is given by
I(rp) = [](Z5)cos’ (AqRy)
f(Aq+)f (Aq)((Aq+g) - €)(Aq- e)exp(—ig - 1p)
+f(Aq — g)f (Aq)((Aq — 8) - €)(Aq - e)exp(ig - 1p) | Ag
(Aq-e)’f*(aq)

which can be rewritten as an expression inversely proportional to the phonon
energy, E, and a density of phonon states:

I(r,) = ﬂ(%) cos? (AqR;)
f(8q+8)f (8q)((Aq +g) - €)(Aq - e)exp(—ig ;) 5)
+(8q — 2)f (Aq)((8q — ) - €)(Aq - e)exp(ig - 1p) | b
(Aq-e)’f*(Aq)
Note that if there is a slight tilt such that the first two terms in the square

brackets are not equal then there will be a change in the peak phonon intensity
with respect to 7,

(4)
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Data availability

The experimental linescans and simultaneously acquired ADF signals analysed in
this work have been uploaded to the Figshare repository. The data can be found
at https://doi.org/10.6084/m9.figshare.c.4621640. Files have been uploaded in the
easily readable 32-bit.tif image format. The data represented in Figs. 1b, 2¢,d, 3b,c
and 4a,c are available as Supplementary information files.

Code availability

All of the MATLAB codes used to analyse the data are uploaded to B.D.A.L’s
GitHub page (https://github.com/bdalevin) under the repository titled
‘Background-Modelling-EELS-MATLAB-Code.
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