
Convolutional neural 
networks & Modus 

Operandi of Deep Learning 

Lecture 13 of ML for physicists
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Convolutional filter
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Flatten

2D->1D



Dropout

Each time we load an example into a minibatch, we randomly sample a different binary 
mask to apply to all of the input and hidden units in the network. The mask for each unit 
is sampled independently from all of the others
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Deep Learning 
Modus Operandi



OVERFITTING



Saxe, Advani’17



Parity-MNIST,	5	layers,	FCN,

	hinge	loss,	no	regularisation

zero	training	

error

P
#Pa

[Geiger et al. ’18]

DOUBLE-DESCENT



DOUBLE-DESCENT

Belkin, Hsu, Ma, Mandal’19



Overparametrization



➡ State-of-the-art neural networks are able to fit random labels.


➡ Classical bounds on the generalisation error (VC, Rademacher) 
are void, as they rely on not being able to fit random labels.









Adversarial examples




Adversarial examples




You create more!

What do you do when do not have 
enough data?
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Data augmentation

Changing the pixels without changing the label
Train on transformed data
Widely used
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Data augmentation

Horizontal �ips
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Data augmentation

Random crops/scales
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Data augmentation

Color jitter

randomly jitter color, brightness, contrast, etc.
other more complex alternatives exist (PCA-jittering)
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Data augmentation

Various techniques can be mixed
Domain knowledge helps in �nding new data augmentation
techniques
Very useful for small datasets

126 / 167



Transfer Learning




Transfer Learning




“A Neural Algorithm of Artistic Style”, https://arxiv.org/pdf/1508.06576.pdf

https://arxiv.org/pdf/1508.06576.pdf

