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ANSWERS TO QUESTION SET 11

Exercise 1: Stochastic input

1.1 The expression for u(t) was given by
R t
u(t) = Urest + — / e/ I(t — s)ds. (1)
Tm 0
Taking the average of Eq.(1) over multiple repetitions or over a population of neurons, we obtain

(u(t)) = tress + 5; / e/ (I(t)) ds
=Io

= Upest + RIp[1 —e7V/™].

1.2 Using (RI(t) — R(I(t))) = £(t) and (E(R)EH)) = Tma?d(t — t).
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Exercise 2: Diffusive noise (stochastic spike arrival)

2.1 The expression for u(t) was given by
R t
w(t) = pest + L5 [ eS/7S(t — s)ds. 2)
T Jo

Taking the average of Eq.(2) over multiple repetitions or over a population of neurons, we obtain

u = Upest 4 t e s/ —3s))ds
(u(t)) = veo + & | (529} 3)
= Urest + ﬂ[l - e_t/‘r] . (4)
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2.2 Using (S(t)) =v, 7= RC and (S(t)S(t')) = vé(t —t') + V2.

2qUrest ! q2 frt ’
(u(t)u(t)) :ufespu%/ e T (S(t—s))ds +§/O/ e e T (S(t —5)S(t —5')) dsds’
0 0
2.2

2urcsthV _t/r q27'1/ —ot/r > 1/2 o
=t L= g L e T L e
— qTv —t/T 2 quV —ot/7
*(urest+?{1*€ /}) +202 {176 /}

note that the units are consistent since ¢/C have units of voltage and 7 has no units.

2.3 It is easy to obtain the variance from the previous two questions:

<U(t)2 > —{u(t) >2 _ vq? R? - 6,215/7]'
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2.4 Same technique as previous problem, but we replace the upper bound of the integral by oo.

2 res > 2 o ree 4
(u)u(t')) = u, + % 0 e/ (S(t—s))ds + %/0 /0 e/ 1T (S(t — )S(t — ') ds ds’
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For the general case the autocorrelation is:

Ny _ atv\2 | Tvg? e
(u()u(t")) = (umst + e ) + 507 e .

2.5 We have S(t) = wlSl(t) + wQSQ(t), <Sl> = 1, <SQ> = V2, <Sl(t)52(t/)> = V11/2,<Sl(t)S1(t/)> =
v10(t —t') + v and (S2(t)S2(t)) = v2d(t — ') + v3.
The mean and the autocorrelation in the steady state regime (¢ — oo) will respectively be

(u(t)) = Urest + % /OOO e/ T (w1 S1(t — 8) + waSa(t — ) ) ds

=v1+v2
.
= Urest + %(wm +wave),
and
2,2 2
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(u(t)ut')) = vl + 2urest6(wlyl + wars) + ﬁ(wlul + warn)? + TCZ(w%yl +wivy)e |t=t")|/7

2.6 In this case, we have v; = v5 = v and (S1()S1(t) ) = (Sa2(t)Sa(t') ) = (S1(¢)Sa(t')) = vé(t—t')+1v>.
We find

(u(t)) = tpest + %(wl +wo),



and
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(U(E)u(t')) = Uy + 2t B (w1 + wa) + 2 207
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Note that the correlations between the two spike trains increase the autocorrelation of u since (wy +w2)2 >
2 2
wi + w;.

Exercise 3: Renewal process

Given an output spike at ¢t = £, the survivor function S(t — ) is given by

S(t —1t) = exp [— /; p(t’|tA)dt’} = exp [— /{t p(t' — tA)dt’} = exp [— /Ot_t p(s)ds} .

where we made the variable change s = ' — £.
The interspike interval distribution is P(t — t) = p(t — t)S(¢t — t). Thus we only need to calculate the
integral of the hazard function p(t — t). This gives
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