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The canonical ensemble

Microcanonical Ensemble

N, V, E fixed

𝑃𝜈 ∝ ቊ
1 if 𝐸𝜈 = 𝐸
0 if 𝐸𝜈 ≠ 𝐸

𝑃𝜈 = ቐ

1

Ω
 if 𝐸𝜈 = 𝐸

0 if 𝐸𝜈 ≠ 𝐸

Canonical Ensemble

N, V, T fixed

𝑃𝜈 ∝ 𝑒−𝛽𝐸𝜈

𝑃𝜈 =
𝑒−𝛽𝐸𝜈

𝑄



The canonical partition function

𝑄, it is the normalization constant for canonical probabilities

Continuous (classical)

𝑄 = ඵ 𝑒−𝛽𝐸 𝒑,𝒒 𝑑𝒑 𝑑𝒒

Discrete (quantum)

𝑄 = ෍

𝝂

𝑒−𝛽𝐸𝝂

A useful fact: if 1 and 2 are non-interacting: 𝑄12 = 𝑄1𝑄2



The canonical partition function

It contains all the thermodynamic information about the system

𝐸 = −
𝜕 ln 𝑄

𝜕𝛽

𝑉𝑎𝑟 𝐸 =
𝜕2 ln 𝑄

𝜕𝛽2

Both scale as the system size 
𝑁, hence the relative magnitude 
of fluctuations 𝑉𝑎𝑟 𝐸 / 𝐸  

scales as 𝑁−
1

2.

Thermodynamic potential  𝐴 = −𝑘𝐵𝑇 ln 𝑄



Gibbs entropy

A new definition of entropy

• Same form as information entropy (Shannon)
• Consistent with Boltzmann definition in the NVE ensemble
• Also applicable to non-equilibrium systems

𝑆 = −𝑘𝐵 ෍

𝜈

𝑃𝜈 ln 𝑃𝜈



Deriving more ensembles

We derived the 𝑁𝑉𝑇, 𝜇𝑉𝑇 and 𝑁𝑝𝑇 ensembles with the “maxent” 
principle

• Maximize 𝑆 = −𝑘𝐵 σ𝜈 𝑃𝜈 ln 𝑃𝜈  w.r.t. all 𝑃𝜈  with constraints
• Use one Lagrange multiplier for each constraint
• Constant 𝑇: impose a well-defined 𝐸

• Constant 𝜇: impose a well-defined 𝑁

• Constant 𝑝: impose a well-defined 𝑉
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