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Lecture Notes Week 9

1 Recap: χ2 test

When do we use the χ2 test?

We have a set of discrete (or discretized, by binning) data and want to compare this to a proposed
discrete (or discretized) probability distribution. We then set up a null Hypothesis "The data could
have resulted from the proposed probability distribution".

For example we can have k possible outcomes (like the 6 results of throwing a standard die) with equal
probability 1/k (i.e. 1/6 in this case). Or we have a Gaussian distribution, and we choose bins like

(−∞,−2, ), [−2,−1), [−1, 0), [0, 1), [1, 2), [2,∞)

each of which has their own probability (found via the cumulative distribution function. Note that we
have to cover all possible outcomes, and hence the probabilities must sum up to 1.

We can then compute the χ2 metric (introduced in the last lecture) and the degrees of freedom ν of
the problem, set a level of significance and see if the null Hypothesis passes the test.

Note that:

• χ2 ≥ 0 always, and the test is always one-sided, i.e. if the χ2 value is too large, the null hypothesis
fails.

• The most likely outcome is generally not χ2 = 0, which would mean that the result corresponds
exactly to the expectation values, but rather a finite value which depends of ν

• The χ2 distribution describes the distribution of the sum of squares of k independent standard
normal random variables, i.e. the "uncertainty of the uncertainty"

2 1-factor ANOVA

2.1 What is ANOVA?

With the z and Student t test we have compared either the mean of a sample to a number, or the
mean of one sample to the mean of another sample. Now what if we have a large data set that we can
split into many groups. For example, we have measured the height of all students at EPFL and group
them by their sections. Our starting point would be a null hypothesis like

"the mean of the probability distributions from which the heights of the students in each section originate
is the same for all sections"

Note that this is not the same as saying "the (measured) mean height of the students is the same in
each section". Because there will always be some degree of variation! The question we are trying to ask
is: Is the variation between groups larger than what you would just expect from random fluctuations,
such that we should conclude that there is a correlation between the section someone is part of and
their height.

In this example we could say that the "factor" is "the section you belong to" and this factor has k
"levels" which would be the total number of sections. A factor can be numerical (it could for example
be the year you attend, or your weight in kg, binned in steps of 1kg) but it does not have to be (as in
our example above).

1



2.2 How to perform ANOVA

We can then perform an "analysis of variance" (ANOVA) to test the null hypothesis:

For each group/level, we find how many elements (e.g. students) it contains, we call this NSi so for
example NS1 is the number of students in the first section. We call NST the total number of elements.
For that group we will have a mean and an unbiased estimator for the variance given by:

And we have a total (also known as global) number of elements and mean given by:

In ANOVA, it is common not to work with the variance itself, but with something called the "square
sum". The total square sum SST is the sum of the difference of each element from the total mean,
suquared. When can then divide this total into the parts that come from variations between the groups,
SSB and variations inside the groups, SSE where the E stands for "error". We call it error because
this is then considered the part of the variation which is taken to be just random or coming from
unknown factors. To make the notation less cluttered, we use a simplified sum notation, where

∑
i

=
k∑

i=1

that is we sum over all elements of the noted index.
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To compare the two contributions, we look at the "mean squared sum" between MSB, and the "mean
squared error" inside the group, MSE . To compute them, we devide by the degrees of freedom of
each. Between the groups

νB = k − 1

(similar to the χ2 test), because we lose one degree of freedom from the global mean. Inside the groups

νE =
∑
i=1

(NSi − 1)

because we lose one degree of freedom for each group’s mean.

It is insightful to consider the case where each group has the same number of elements, i.e. NSi = NS

for all i.
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Now we take the ratio of the MSB and MSE to compute the Fisher statistic, which we then compare
to a critical value from a table.

Note that the critical value depends on the chosen significance, and on the degrees of freedom:
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To get a nice overview, we produce an "ANOVA Table"

Note that for only two groups, k = 2 (ν = 1), the ANOVA Fisher test is equivalent to the Student
t-test: the squareroot of F∞,νE is the same as the corresponding two-sided value from the t-table. So
we can see ANOVA as an extension of the Student t-test to a number of groups larger than two.
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