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Preface

This script is intended to accompany the course ”Fundamentals and processes for photovoltaic
devices” which is taught in the MSc program of EPFL since 2009. It was created by Johannes
Seif in 2012 and extended by him over several years. In 2016 and 2017 maintenance was taken
over by Jean Cattin and in 2018 by Franz-Josef Haug. In 2018 the introduction was revised and
the material on optics was extended and collected into a separate chapter. On this occasion also
the appendix chapters on Schottky contacts, the effects of high doping, and on isotype junctions
were added. In 2019 the chapters on the p-n-junction and on advanced device architectures were
revised. The material on finite cell thickness was regrouped and partially moved to the appendix.
Many of the figures were redrawn during that process. In 2020, the chapters on generation and
recombination were fully revised, material on surface recombination was moved to the appendix,
and a bibliography with links to key publications was added. During 2021 and 2022, the appendix
on the efficiency limit was added and the text was reviewed for typos and minor issues. In 2023, a
short section on sustainability, energy payback-time and carbon footprint was added. Moreover, the
discussion of effective masses in silicon was moved to the appendix, thus allowing a more detailed
description of the underlying band structures and energy surfaces. In 2024, the section on defect
recombination was shortened by moving the material relevant for ¢-Si to the appendix where it
is now discussed together with a brief introduction to data analysis and a presentation of typical
examples.

Franz-Josef Haug, Christophe Ballif
Neuchatel, Spring 2025
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Chapter 1

Fundamentals and general knowledge

The sun provides us with an ample amount of energy. In just a little over one hour, the equivalent
to the world’s annual energy consumption is radiated to the earth’s surface. Even though the
irradiation varies with location, latitude, elevation, and climate, solar energy is available all over
the globe. To tap into this source, Photvoltaics (PV) is unique as it converts sunlight directly
into electricity without moving parts, and because it works equally well for small applications like
calculators and large-scale installations like PV power farms.

1.1 Solar irradiance and air mass

Let us start by looking at the energy source of PV, the sun. The sun generates a power of 3.9 x
10?2 W by fusion processes in its core. Various convective and radiative processes transport the
power to the surface where the photosphere emits visible and IR radiation into space. Figure [1.1
shows that the emitted spectrum resembles the one of a black body at 5800 K (the sun’s surface
temperature) except for slight modifications due to the chemical composition of the photoshpere.
To calculate the power density arriving on earth, we divide this power by the area of a spherical
shell with the average radius of the earth’s orbit. This yields a value of 1366 W m~—2 and is equal
to the integral over the solar spectrum in figure [I.I] with respect to the wavelength.

. . . : 4x10" m
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Figure 1.1: The left panel compares the characteristic of black body radiation (black) to
the solar spectra measured in earth orbit (red) and on the surface of the earth (blue). The
right panel illustrates the photon flux density of the latter with respect to the incident
photon energy.
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Figure 1.2: Solar chart for a latitude of 47° North, an average value for Switzerland
(left). The symbols refer to full hours on the days of winter solstice (squares), equinox
(circles), and summer solstice (triangles). The red characteristic illustrates the analemma
for the true noon position throughout the year. The image to the right shows the sun-disk
of Nebra, a bronze-age artifact from 2000 BC. Its golden arcs at the left and at the right
reproduce the azimuth angles of sunrise and sunset (image: WikiCommons).

On the surface of the earth, the spectrum is changed because of absorption on its way through
the atmosphere, e.g. by water vapour, ozone, COs, etc. Additional changes are due to scattering at
water droplets and dust particles. Scattering processes are most pronounced for short wavelengths,
i.e. blue light, thus explaining the blue colour of our sky. On average, the scattering phenomena
are proportional to the length of the light path through the atmosphere. Since this length can be
related to the angle a between the sun and the latitude of the observer, the air mass (AM) was
introduced to classify illumination spectra.

AMz with = =1/cos(«) (1.1)

Accordingly, AMO is the spectrum in earth orbit, AM1.0 the one at the equator. For solar
energy research, standardisation agencies in Europe and the US defined AM1.5 for a latitude of 48°
North. As light gets scattered in the atmosphere, we must distinguish between direct and diffuse
irradiation. The former comes directly from the sun, the latter comes uniformly from all directions
above the horizon. Thus, we distinguish for a latitude of 48°:

e AM1.5D (direct): the light coming directly from the sun

e AM1.5G (global): all received light, i.e. 90% of direct light and 10% of diffuse radiation
coming from all directions after scattering from the atmosphere and aerosols or reflection
from the ground

Figure [I.T] shows the standardised spectral illumination intensities for the two cases of AMO0 and
AM1.5G. In the former, the integrated power density is 1366 Wm~2 as described above, in the
latter it is 1000 W m~2. The right panel of figure shows the AM1.5G spectrum after scaling to
the photon flux with respect to the energy of the photons. Note that the maximum of the incident
power density is assumed in the visible at 500 nm whereas the maximum photon flux occurs at
0.75eV which corresponds to an IR wavelength of 1650 nm.



1.2. STANDARD TEST CONDITIONS 3

In addition to the latitude of the observer, the angle of incidence varies during the day and the
year. As this angle goes into the air mass, it changes the irradiation that a solar cell receives. Thus,
we need a solar chart as shown in figure for 47° North, an average value for Switzerland. The
outermost circle corresponds to an elevation of 0° above the horizon, i.e. conditions of sunrise and
sunset. The centre of the graph is at 90°, i.e. vertically above the observer. For a given day, the
maximum elevation angles are observed around noon along the axis between the centre and the
southern horizon. On this line, the elevation angles are located within a band of 23.5° above and
below the latitude angle of the observer.

When the position of the sun is checked at a given hour throughout the year, say at noon and
without daylight saving, it traces the 8-shaped characteristic shown in red which is called analemma.
Thus, the highest position above the horizon is not always observed exactly at 12:00, but up to
15 min ahead or behind according the equation of time. The deviation is due to two effects, the
elliptic orbit of the earth around the sun, and the inclination of the earth-axis with respect to the
plane of its orbit around the sun.

1.2 Standard Test Conditions

In order to compare the results obtained at different labs, solar cells and modules are measured
under Standard Test Conditions (STC). In addition to an incident spectrum of AM1.5G with
an intensity of 1000 Wm™2 (= 0.1Wcm_2)[| these assume additionally a device temperature of
25°C. Much effort goes into the optimisation of solar cells for exactly these conditions, but in real
situations out in the field, a solar cell is hardly ever exposed to any of them. First of all, the cell
will likely be part of a module where the spectrum is changed by the encapsulation material, a glass
cover, and likely a layer of dust. Next, the spectrum and the illumination intensity depend on the
air mass which changes continuously throughout the day and for every day of the year according
to the elevation angle shown in figure Moreover, typical operation temperatures differ widely
from 25°C. Under full illumination in summer and without wind chill, modules can heat up to
temperatures of 60 - 80 °C. The effect of temperature will be discussed in section [1.8

1.3 Units and Rating of cells

A variety of physical quantities show up in PV. It is important to distinguish their units.

e The STC illumination spectrum is generally tabulated as areal power density and with respect
to wavelength interval. Thus, 1000 W m~2 means that one square meter receives a power of
1000 W or an energy of 1 kW h every hour.

e In figure we saw and alternative representation in terms of photon flux per energy-interval
(m~2eV~!). The choice of the interval is important as it adds a scaling factor, and as a result
the maxima occur either in the visible or in the IR as discussed above.

e The solar cell efficiency is usually denoted by the symbol 7. It is the ratio between the power
density that a solar cell with given size delivers at its maximum power point, and the incoming
power of the illumination under STC.

'Note that it is not obvious to obtain a good spectrum with a homogeneous power density across a certain area.
This is one of the challenges for suppliers of characterisation equipment like sun simulators.
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Pmaa:

_ 1.2
1000 W m—2 (12)

nsrc =

e Installations are usually not defined by their surface area, but by the output power that they
can deliver under ideal conditions of STC. This power is normally specified as Watt peak and
denoted with the unit W,

e In the context of PV, energies are seldom measured in Joule where 1J = 1 W', but more
often in kW h, a unit of energy that we also know from our electricity bill. Thus, 1kWh =
3.6 x 109 J.

e The energy yield of a system is obtained by measuring how much power it delivers in a certain
period of time, normally a year. As a rule of thumb, at the latitude of Central Europe a solar
installation of 1kW,, can be expected to yield 1000 - 3000kW h. In other words, there are
approximately 1000 - 2000 h of ideal sunshine throughout the year.

1.4 Basic properties of solar cells

In 2020, the most commonly used design for solar cells on the market was the one shown in
figure It consists of a crystalline p-type silicon wafer, therefore holes are the majority carriers.
Nevertheless, a few electrons will still be present by thermal excitation. As their density is low, we
call them minority carriers. Normally, an n-doped region is formed at the front side by diffusion
of phosphorus atoms, and the majority carriers in that region are electrons. In more modern cells
designs the polarities are interchanged, but the following remains valid also for those cells.

We can imagine that the majority carriers move like an ideal gas between the ionized dopants
(and the atoms of the lattice), such that globally the two materials are neutral. However, in the
region close to the junction the two types of majority carriers feel a concentration gradient that
drives them towards the oppositely doped region. As they move towards the interface, they leave
behind their ionised dopants, and as soon as they cross the interface, they will recombine with
carriers of the opposite type. Thus, positive phosphorus ions remain at the interface on the n-side
and negative boron ions on the p-side. The region of the ionized dopants is called space charge
region (SCR) and the electric field generated between them exactly balances the diffusion process
of the carriers. In figure the SCR is illustrated in green to denote the fact that it is depleted of
majority carriers. We have to keep in mind that in typical silicon solar cells it extends only over a
few hundreds of nanometers whereas most of the crystal is neutral and therefore free of any electric
field.

When light impinges on the semiconductor, energetic photons can excite electrons from filled
states in the valence band (VB) into empty states of the conduction band (CB), leaving behind holes
in the VB. Thus, every absorbed photon creates an electron and a hole that are added to the carriers
already present by thermal excitation and doping. Normally, the density of these photogenerated
excess carriers is less than the doping density in the solar cell and therefore the additional carriers
hardly change the majority carrier densities from their equilibrium values. The situation is very
different for the minority carriers because photogeneration surpasses their equilibrium density by
several orders of magnitude. The additional minority carriers have a tendency to recombine, such
that once the illumination stops, their densities will return to their equilibrium densities within a
period called lifetime. Under continuous illumination there is a steady state that exactly balances
generation and recombination (and ideally extraction), resulting in minority carrier densities higher
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Figure 1.3: Sketch of typical solar cell structure (in cross-section, left) and of a band
diagram across a p-n junction in operation conditions, i.e. under forward bias and illumi-
nation (right).

than their equilibrium densities in dark. The deviation from equilibrium can be described by
introducing two different Quasi Fermi levels (QFLs), one for the majority carriers which will not
differ much from the equilibrium value, and another one for the minority carriers.

During their lifetime, the minority carriers are also free to diffuse within the solar cell. If one of
them, say an electron in the p-doped region, crosses the junction within its lifetime, it joins the pool
of majority carriers on the n-doped side and as such it is much less prone to recombination. The art
of solar cell design is thus to ensure that the minority carriers feel an incentive to diffuse across the
junction, and that they can do so within their lifetime. Note that the field of the junction has no
impact on the movement of the carriers as long as they diffuse in neutral bulk material. The only
way to impose a direction upon the random movement of diffusion, is by providing a concentration
gradientEl This means that we have to continuously extract electrons from the n-side and holes
from the p-side. At the same time, we should avoid that electrons get collected by the contact of
the p-side (or holes by the contact of the n-side). For the electrons, this is typically achieved by a
highly p*-doped region as illustrated in figure but it could also be some other material as long
as it has a high work function and preferentially transports holes instead of electrons.

1.5 Current voltage characteristic

The I(V')-characteristic of a p-n-junction is usually called diode equation and was presented in 1949
by Shockley . The steps of the derivation will be discussed in section here we just refer to the
final result. In addition to the exponential term of the original diode-equation, the description of

2Some types of solar cell use a built-in field to collect carriers by drift. In that case, the absorbing material is
undoped and sandwiched between doped films to form a p-i-n junction. The design can only be applied to thin films
because the potential difference between typical p- and n-materials is in the order of 1V which cannot create any
appreciable field across a full wafer.
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solar cells requires the addition of a term that accounts for the photocurrent I,,;, which is generated
by the solar cell:

)= for () 1] 1 0

For a typical diode in electronics, I,, = 0 and the equation contains only the applied voltage V',
the thermal energy k7', and the saturation current Iy. The diode quality factor n is an empirical
addition that will be discussed in more detail in section [6.5} For the time being, we will set it to
unity. Let us first look at the solar cell in dark where it behaves simply as a diode. The left panel
of figure shows that there are two possibilities to connect the diode to a voltage source such as
a battery. The blocking direction of the diode is defined as reverse bias. We associate this type
of polarity with negative voltages. As the blocking is not perfect, there is a small negative current
and when the reverse bias is increased, it approaches a constant value called reverse saturation
current Iy. In this type of operation the diode consumes power, albeit only a small amount, and we
associate it with the third quadrant of the I(V')-diagram. When the polarity of the applied voltage
source is inverted, we operate the diode under forward bias. Thus, the diode is conductive and
the current increases exponentially with the applied voltage. This type of operation also consumes
power, but we associate it with the first quadrant of the I(V')-diagram where the bias voltage as
well as the current are positive. The P(V') diagram in the lower part of figure illustrates the
sign-convention which identifies positive power with consumption in the device.

When the diode is illuminated, we have to include the photocurrent I, in eq. . In this case
the solar cell is an active element that works as source of power and the circuit diagram becomes
a little more complicated. Since the solar cell must be described by a combination of a diode and
a current source, figure illustrates it by the gray box that delivers power to an external load.
Compared to the dark I(V')-characteristic in the left panel, the presence of the current source shifts
the characteristic downwards by an amount equal to the photocurrent I,,. Under operation the
solar cell provides a bias which we count positive, but the flow of current into the load resistance is
counted negative. Thus, the producing part of the I(V') characteristic is in the fourth quadrant and
the P(V) diagram in the lower part of figure shows a negative branch associated with power
generation. By varying the load resistance between zero (short circuit) and infinity (open circuit),
we can measure the I(V') characteristic over the fourth quadrant as illustrated by the part of the
characteristic that is highlighted in red. If we want to measure the pink parts of the characteristic
in the first and in the third quadrant, we have to replace the load by a variable source that can
override the voltage generated by the solar cell.

1.5.1 Special points on the characteristic

The current voltage characteristic of eq. ([1.3]) allows us to define the key parameters of a solar cell.
They are illustrated in right panel of figure

e The open circuit voltage V. is the voltage that builds up under open circuit conditions,
i.e. when no current is extracted from the cell.

e The short circuit current I, is the current that flows when the cell is shorted, i.e. no voltage
can build up and U = 0V. In first approximation, I,. corresponds to the photocurrent Iy,.

e The maximum power point P,;pp is represented by a voltage Vi,pp and a current In;pp.
Their product is the maximal power that can be delivered by the cell.
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Figure 1.4: The top row shows the I-V curves of a solar cell in dark (left) and under
illumination (right) with the respective equivalent circuits. The bottom row illustrates
where the respective power is positive (consumed) and negative (produced).

Apart from these parameters that can directly be measured, there are two additional parameters
that can be deduced from them. The fill factor FF is the ratio between the maximum power and
the product of the V,. and the ;.. To get a high FF'| one strives to get the I(V')-curve as rectangular
as possible.

P, 1
pp . Pupp _ IupPVapp (1.4)
ISC‘/OC ISC‘/'OC

For the exponential relationship of eq. an ideal value FF{ can determined analytically by
the Lambert W-function, or in a good approximation by FFy ~ qV,./(qVoe + 4.7TnkT') IQ]H The
cell efficiency 7 is then calculated from the cell area A, the incident power density P (which is
1kWm™2 = 0.1Wem™2 for STC) and the maximal power Pyspp. The power incident on the cell
is given by P;, = A - P.

_ Pypp _ IvpPVvpp _ I3 Voo - FF
P; P; P;

(1.5)

3The subscript denotes that FFp is an idealized value. Ref. [2] also gives approximations to determine FF values
that contain the influence of series- and parallel-resistance. Section discusses in more detail how the j(V)
characteristic is modified by these resistances.
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Regarding the photocurrent, we could naively assume that every photon in the solar spectrum
generates an electron-hole pair. However, photons can only be absorbed when they have sufficient
energy to excite electrons across the bandgap, i.e when hv > F;. Thus, we would have an interest
to use a semiconductor with low bandgap in order to generate a high photocurrent.

Typical drawings such as figure [1.3] could lead us to a similarly naive assumption regarding the
open circuit voltage as the photogenerated electrons and holes are normally at the band edges
where they have a potential difference equivalent to the energy of the bandgap. Unfortunately,
in terms of device operation, we have to consider the statistical average of their electro-chemical
potential which is given by their QFLs. Thus, the V. is related to the splitting of the QFLs upon
illumination with sunlight. This splitting depends on the density of minority carriers in steady-
state which in turn depends on the recombination processes in the device. In essence, the V. is
not directly related to the bandgap, but we can still say that high we should use a semiconductor
with high bandgap if we want to generate a high voltage.

Unfortunately, there is an additional loss mechanism in semiconductors. To understand it,
imagine a photon with an energy that exceeds the bandgap; it can excite an electron from a state
deeper than the VB edge, and carry it into a state high above the CB edge. After that, the excess
energy is quickly lost by multiple interactions with phonons. This is called thermalisation and
means that the electron and the hole will lose their excess energy and end up in states close to the
respective band edges as illustrated in figure In this case the useful energy is equivalent to the
bandgap, the excess is lost to heating.

In the end we have to find an optimum for this trade-off; on the one hand, semiconductors with a
high bandgap can have a high voltage, but they collect a low photocurrent because of transmission
losses. On the other hand, semiconductors with low bandgap can have high photocurrent but at a
low voltage, and they make poor use of energetic photons because of thermalisation losses.

There are a few more interesting features that we can observe after a bit of math from the simple

diode equation of eq. ([1.3)):
1. First of all, the current [ is often divided by the cell area A to obtain the current density j.

2. The photogenerated current density j,, is the same as the short circuit current density.
Strictly speaking this is only true if we neglect the influence of series- and shunt resistance
(Rs = 0 and R, = oo) and if there are no overly serious recombination losses. If these
assumptions apply, an increase of the illumination intensity by a factor x will increase the
current by the same factor:

Jph = Jse o< illumination (1.6)

3. By setting the current density to zero, we can determine a relation for the V.:

T [ T [
v, — "y, (‘7?’%1) ~ My, (Jp"> (1.7)
q Jo q Jo

In most circumstances, the photocurrent is much larger than the saturation current and the
approximation holds. We can conclude that an increase of the photocurrent will increase
the V. logarithmically, for example by concentrating the light intensity. On the other hand,
indoor operation or cloud cover will substantially reduce the V..

4. The eq. ([1.7)) shows that a low jp is needed for high V., one of the ingredients for high cell
efficiency.
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1.6 Spectral response (SR) and External Quantum Efficiecy (EQE)
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Figure 1.5: Spectral response of a ¢-Si solar cell (open squares) and idealized character-
istic (blue line). The drop at 1110nm corresponds to the bandgap of c-Si.

The spectral response SR(A) is measured in short circuit condition and gives the spectrally
resolved current per incident power (A/W) as function of the wavelength A of the incident light. If
we know additionally the spectrally resolved illumination intensity ®()\) (in units of Wm=2nm™1),
we can calculate the current that is generated by the device. For a cell area A and the spectral
range relevant for silicon, we obtain:

1200
Icell, spec — A/ (I)(A) : SR()\)d)\ (1'8)
300

The SR curve of an ideal cell is triangular as shown in Figure [I.5] The linear increase for
short wavelengths is explained as follows; let us assume that we illuminate an ideal cell with
a power of 1W concentrated into a single wavelength. As the ideal cell converts all incident
light into current, we just need to know the number of photons in the illuminating beam. For a
given wavelength, say 620 nm which corresponds to an energy of 2.0eV, this number is given by
1W/2.0eV = 3.1 x10*®¥s~!. Multiplying with the elementary charge, a current of 0.5 A is obtained.
Other energies can be treated accordingly. We can thus expect that the characteristic rises linearly.
When we reach the wavelength corresponding to the bandgap energy, it should drop to zero.

For a real cell the SR deviates from the triangular form as illustrated in figure for the
example of a c-Si solar cell. At short wavelengths, some photons are reflected, or they are absorbed
parasitically in the the layers of the anti-reflection coating and the front contact. Throughout the
visible, the curve follows the ideal characteristic fairly well, but towards the bandgap it deviates
more and more because silicon absorbs these photons only weakly. At longer wavelengths we note
that the experimental characteristic extends beyond the expected drop at the bandgap energy.
This is particular for indirect semiconductors such as silicon where absorption can be assisted by
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a phonons. When the lattice provides the phonon, it can absorb a photon with energy less than
bandgap, but the lattice gets cooled in the process.

The external quantum efficiency (EQE) is more often used as alternative representation
to the spectral response. It is defined as ratio between the number of carriers extracted under
short circuit condition and the number of photons impinging on the cell. In other words, it is the
probability that an electron-hole pair is created and collected from an incident photon of a specific
wavelength. It can be calculated from the spectral response SR()\)E]

E(\) _ SR(\) 1240

EQE() = SRV - = o]

(1.9)

The EQE is very useful to identify lossy regions within the cell. This relates to the fact that
high-energy photons (blue) are absorbed in the first 10 - 100nm of the cell whereas the low-
energy photons (red) can travel all the way through the cell to the rear-side. Thus, low EQE at
short wavelengths indicates parasitic absorption in the front region. Losses in the red part of the
spectrum indicate collection losses because of short diffusion length or recombination at the rear
contact. A discussion of these effects requires a bit of math and can be found in appendix [D]

As low EQE could also be due to reflection losses, the internal quantum efficiency (IQE)
gives the ratio between the number of carriers extracted under short circuit condition and the
number of photons absorbed within the cell. The IQE can be calculated from the EQE by the
following formula, where R(\) is the reflection of the cell at a given wavelength.

_ EQE(})

IQE() = 1555

(1.10)

1.7 Thermodynamic efficiency limit

The thermodynamic efficiency limit of single-junction solar cells was derived by Shockley and
Queisser in 1961 [3]. The derivation is based on the following assumptions:

e Transmission and thermalisation are the only spectral losses. A perfect anti-reflection
ensures that every photon with energy above the bandgap is absorbed and contributes an
electron-hole pair.

¢ Radiative recombination is the only recombination loss. Since the solar cell is assumed
to absorb ideally all photons with energy exceeding the bandgap, it fulfils the definition of a
black body with perfect absorptivity in this spectral region. By thermodynamic reciprocity,
this corresponds to ideal emissivity in that spectral region and therefore it will emit black-
body radiation in that same spectral region according to its operating temperature of 298 KE]

“Here, E(A\) = he/) is the energy of a photon at a given wavelength.

SWithout concentration, this process creates entropy because sunlight enters the cell from a small cone whereas
black-body radiation is emitted into the full solid angle. A the majority of this radiation remain within the semi-
conductor by light trapping and will eventually be re-absorbed. The light that is emitted into the angular range of
escape cone subsequently gets refracted into the full hemisphere and therefore a much larger angular domain than
the incident sunlight. In an ideal concentrator, the cone of the incoming sunlight can be widened up to 23’000 times
until it fills the hemisphere above the cell (46’000 times for widening to the full solid angle around an ideal bifacial
device). In that case, the cones of incoming and exiting radiation would be the same. Effectively, concentration
increases the cell efficiency because it reduces the generation of optical entropy.
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e An exponential relationship between current density and voltage. The prefactor
jo is defined by radiative recombination effects and under illumination the superposition
principle applies with jg.

Figure illustrates a limiting efficiency 33.7% for a bandgap of 1.34eV and shows also the
impact of various loss mechanisms . Note that the efficiency limit can be much higher for ”exotic”
spectra such as indoor light. For the case of purely monochromatic illumination at an energy equal
to the bandgap, the efficiency limit is 68% without concentration and 87% with concentration.

For the bandgap of ¢-Si, the limit would be 32% under Carnot emission
AM1.5 illumination. However, in c¢-Si the absorption of 16 \
the indirect bandgap is so weak that even an ideal optical —
design requires a device thickness of 100 pm or more, re- 0.9 | Bolizmann
sulting in a comparatively low generation rate over most
of the bulk. Even for large lifetimes this translates into a 08
thermalisation

low excess carrier density and consequently low voltage.
Another consequence of the low absorption coefficient is
a low rate of radiative recombination, and therefore c-Si
is limited by Auger recombination. The determination of
the limiting efficiency for ¢-Si is outlined in appendix [C]
resulting in values between 29.4 and 29.6% [5, [6].

An experimentally proven way beyond the Shockley-
Queisser limit is the use of more than one junction. The
limit for tandem cells with two junctions is 47% with-
out concentration. For devices with an infinite num-
ber of stacked junctions it is 68% without concentra-
tion and 86.8% under concentration , the same val-
ues that were quoted above for single junctions illumi-
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nated by monochromatic photons with energy equal to
the bandgap energy. In multi-junction devices, the cell 0.0k |
with the highest bandgap should be on top in order to 5 1 15 2 25 3 33

absorb the high-energy photons. Photons with lower en- Eg (eV)

ergy are transmitted to lower lying cells with increasingly Figure 1.6: SQ-limit as a function of E,
lower bandgap energies. Thus, multi-junction cells ab- (blue), taking into account the AML.5G
sorb exactly the spectral region as the cell with the low- spectrum (reproduced from 7 with per-
est bandgap would. The advantage is related to the ab- mission 5581960494158 from John Wiley &
sorption of high-energy photons in the cells with higher Sons).

bandgap where reduced thermalisation losses allow a bet-

ter conversion of their energy.

The stacking of the cells can be done monolithically (cells sequentially grown on top of each
other and connected in series), or mechanically (cells stacked on top of each other with cells, each
with independent circuitry). Monolithic integration is widely used for III-V solar cells, but only a
few combinations can be manufactured without lattice mismatch. For example, high-efficiency cells
for space applications use lattice matched triple junction devices, starting with c-Ge that serves
as bottom-cell and as growth template for a GaAs middle cell and a InP top cell. In terms of its
bandgap, c-Si could make very efficient bottom cells for two-junction tandem cells, but there is no
lattice-matched partner with suitable bandgap to grow monolithic tandem cells. However, c-Si can
be combined with polycrystalline materials such as perovskite solar cells.

For monolithic interconnection, current-matching of all the sub-cells in the stack is mandatory
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since device performance will be limited by the sub-cell with the lowest current (in a series con-
nection, the current must be the same in all cells). A design may be matched very well under the
AM1.5 spectrum, but outdoors it will be prone to mismatch under the red-rich spectrum of the
morning/evening hours or in winter; likewise, mismatch will also be observed under the blue-rich
spectrum at noon in summer or at locations closer to the equator. Besides spectral mismatch, an-
other issue of outdoor operation arises from the different temperature coefficients of the component
cells as discussed in the next section.

1.8 Temperature coefficient of solar cells

In typical outdoor operation, the cell temperature is likely to differ from the one defined by STC.
Therefore, it has become common to include in data sheets the performance parameters under
nominal operating cell temperature (NOCT). The NOCT is obtained for a mounting config-
uration with open rear, an air temperature of 20°C, a wind speed of 1 ms~! and irradiation with
a reduced illumination intensity of 800 W cm™2. For typical module designs, the NOCT values are
30 - 45°C.

A more detailed description of the solar cell performance can be ob- ]
tained through the temperature coefficients which are defined not only ] hot
for the efficiency, but also for the V., the js., and the FF. Many of the
changes relate to the reduction of the bandgap with increasing temper-
atureﬁ The main effect is a small gain in js. and a reduced V. due to 4
an increase in the intrinsic carrier density n;. On top of that there is a  cold
broad variety of additional physical phenomena |[§].

The gain in jg. is due to reducing bandgap with increasing tempera-
ture, thus extending the absorption further into the region of long wave-
lengths. Whereas this is a generic feature of almost all semiconductors,
in silicon the absorption is additionally enhanced as higher temperatures
also provide more of the phonons needed in the indirect absorption process. To illustrate the impact
of the temperature on the V., let us revert to eq. . The term of jo can be often be expressed
as jo = joo - € Fo/kT and thus we obtain:

Figure 1.7: I(V) curve vs.
temperature

E, kT [j
Voe e 29— "y (700> (1.11)
g ¢  \ipm

The first term contributes a slight reduction due to the temperature dependence of the bandgap.
A more obvious temperature dependence arises from the prefactor k£7'/¢ in the second term and an
additional dependence arises through j,; within the logarithm.

The temperature coefficient of the FF is yet more complicated. For the j(V') characteristic of
the ideal solar cell, there is an analytic relationship to the V,. through Lambert’s W-function. To a
good approximation the relation is linear, thus contributing the same temperature dependence as
the V.. In real solar cells, the FF picks up additional dependencies through the series resistance,
and to a lesser extent through the parallel resistance [2]. The resistive losses are associated to
Schottky barriers between the semiconductor and the the contacts as well as to Ohmic losses in the
contact materials themselves; with increasing temperature the former decrease whereas the latter
increase and eventually become dominant.

SFor silicon, the decrease is fairly linear around RT and can be approximated with —0.273 meV °C™!, more details
are discussed in appendix
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Overall, the contribution of the V. accounts for ~ 90 % of the efficiency temperature coefficient.
Generally cells with higher bandgap have a lower efficiency temperature coefficient, but even within
a given material the cell designs that yield high V,. have a low temperature coefficient. For example,
the efficiency of ¢-Si cells in BSF design may reduce by ~ —0.5%/°C whereas c-Si heterojunction
cells perform much better at ~ —0.3%/°C. In a technology such as a-Si with its higher bandgap of
1.7eV the temperature coefficient and be as little as ~ —0.2%/°C.

To account for the changes at different operating temperatures, we can define the performance
ratio (PR). It is the ratio of the average efficiency 1 (%) in operation and the quoted STC efficiency
(%):

PR = e (1.12)
nsTC
It can be more than 100%, when the cell is operated in conditions that are more favourable
than STC. This can happen in winter when the module temperature is less than 25°C, or when
reflection from snow on surrounding surfaces provides additional irradiation.

1.9 Sustainability and carbon footprint

To assess the sustainability of PV we need to carry out a life cycle assessment (LCA) to determine
the amount of energy that is needed for the procurement of raw materials and how much is consumed
during the individual manufacturing steps. A more complete LCA would include also transport
to the installation site, details of deployment such as the mounting structure, the cabling and
the inverters, and maintenance such as the regular cleaning needed for modules in dusty desert
environments. Finally, it should also include the recycling.

Let us assess the values for the steps up to module manufacturing. We assume a wafer thickness
of 170 pm and a kerf loss of 65pm. This leads to a use of silicon around 600 g m~2 which is the
prime input at the bottom of the second column in table Starting from there, we have to move
upwards in the second column through the different loss mechanisms along the chain of silicon
production, arriving at a requirement for silicon of so-called metallurgical grade (MG-Si) of around
760 gm 2.

The energy and the fuel required for each of these steps is normally given per kg of Si and they
include the enthalpy of the chemical reactions and other items such as generation of process heat.
For example, the first item represents the reduction of silicon oxide to MG-Si. It proceeds along
the general reaction SiOy + C — Si + CO» as explained in more detail in section Since 1kg
of silicon contains 34 mol of silicon, the process consumes at least 13.4 MJkg™! by burning 34 mol
of carbon. Table shows that in reality it is almost double that amount because less energetic
carbon sources such as wood chips and because fuel may be carried from the furnace by the exhaust.
On top of that, a significant amount of electricity is required to run the arc discharge that powers
the furnace. Surprisingly, the next lines in table shows that almost five times as much fuel and
electricity is needed for the purification to solar grade silicon, and yet another three times of the
electricity for ingot pulling.

In columns 4 and 6 of table these values are scaled to the module area. The last column
gives an estimate of the equivalent amount of primary energy. To this end, we’d have to know the
exact electricity mix used for the different fabrication steps. The entries in the table represent a
worst-case scenario where the electricity is assumed to come from a conventional thermal power
plant with an efficiency of 30%. Finally, the last line contains some additional inputs such as the
module assembly. For example, encapsulation needs polymers and either one or two panels of glass,
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weighing 10 or 20 kg m~2, respectively. The energy needed for the production of glass adds thus 260

or 520 MJ m~2, respectively. A typical value for the weight of the aluminium frame is 2.6 kg, adding
another 100 MJm~2. Obviously, frame-less designs or modules with glass-backsheet configuration
can significantly reduce the demand of primary energy.

Table 1.1: Energy used during the individual steps of c¢-Si module fabrication, [9, (10}

1).
Si Fuel Electricity Primary energy

Step kg/m? | MJ/kg | MJ/m? | kWh/kg | kWh/m? MJ/m?
MG Si 0.76 23 13.6 11 6.6 120

SoG Si 0.67 122 72 49 29 515

Cz pull 0.64 - - 32 19 245
Walfering 0.6 2.4 4.8 60

Cell 5.9 17.7 220
Module 5.4 14 800
Total 1950

We can now estimate the energy pay-back time (EPBT), i.e. the time the module has to
produce energy in order to yield the same amount as was used for its manufacturing. Adding all
items of the primary energy for the worst-case scenario, we obtain 1950 MJm~2 or 530 kW hm—2.
To assess the energy harvest, we need to know the module efficiency and the place of the installation.
For the former, studies of 2021 assume efficiencies between 19.8 and 20.5% for ¢-Si modules [10,
11|, for the latter these studies considered representative locations with low, medium and high
irradiation such as Northern Europe, Southern Europe and locations in the Earth’s sun belt with
respective irradiation intensities of 1000, 1700 and 2300kW hm~2y~!. Sticking to Northern and
Southern Europe, we can expect to harvest up to 205 and 350 kW hm~2y~!, respectively. Finally,
the definition of the EPBT takes into account the energy mix used for module manufacturing and
the performance ratio of the installation[] Altogether, this yields EPBTs of 1.3 and 0.8 years for
crystalline silicon modules installed at sites in Northern and Southern Europe, respectivelyﬁ

Based on the EPBT we can also estimate carbon footprint of photovoltaics, i.e. how much
COq-equivalent a PV system releases for the production of a kW h. To this end we have to acquire
a bit more information. First, we need the energy mix used for the module production to assess
the amount of CO4 that got released during manufacturing. Second, we need again the location of
the installation to determine its annual production. Finally, we need the module lifetime to find
the total amount of energy it will produce during its life cycle. There are some uncertainties going
into this estimate, but taking again the examples of Northern and Southern FEurope, for c-Si this
amounts to 40 and 24 grams of COy per kW h, respectively [10]. Note that this estimate for the
equivalent CO9 emission hinges on our assumption of the manufacturing process which means we
could further reduce the carbon footprint by running the production with cleaner energy.

"For more details, see pp 12-13 of ?Methodological Guidelines on Net Energy Analysis of Photovoltaic Electricity,
2nd Edition (2021)” at https://iea-pvps.org/research-tasks/pv-sustainability/

8Corresponding assessments of thin film technologies date a bit further back; in 2013 and for installation in
Southern Europe, payback times of 0.7, 1.0 and 1.4 years were found for CdTe, CIGS and a-Si, respectively [12].
Interestingly, the fabrication of a-Si modules required the lowest amount of energy, but the lower efficiency compared
to CIGS and CdTe modules resulted in the longest payback time. For comparison, the same report quotes EPBTs
between 1.9 and 2.3 y for monocrystalline silicon and between 1.2 and 1.5 y for multicrystalline silicon. Compared
to the more recent data of 2021 cited in the previous paragraph, this illustrates a substantial improvement for silicon
technology within 8 years. The two main reasons are the use of much thinner wafers and the increased efficiency of
recent cell designs.
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For comparison, for a coal fired power plant the carbon footprint is about 800 grams per kW h
and the CO9 emission is inherent to the burning of the fuel. For for hydro power it is around 24
grams per kW h, largely due to the COy released during the fabrication of cement that is used for
the concrete in the dams. For electricity from wind turbines and from nuclear reactors the values
are about 12 grams per kW h, in the former case largely due to the building materials of foundation,
tower, generator and blades, and in the latter case due to mining and enrichment of uraniumﬂ

Q . ) . . . .
?Numbers according to Wikipedia, ”Life cycle greenhouse gas emissions of energy sources”.
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Chapter 2

PV state of the art

2.1 Photovoltaics market

In terms of PV technologies, the market is dominated by crystalline silicon which is a wafer-based
technology. A small share is held by thin film technologies, most prominently CdTe. Finally, there
is a niche-market for multijunction technologies based on costly III-V materials that serve space
applications and a few terrestrial applications such as concentrator cells. Table reproduces
record efficiencies at cell- and module level [T

Table 2.1: Confirmed efficiency of the different PV technologies under STC [13]

Lab scale Cell efficiency | Champion module efficiency

GaAs 29.1% 25.1

c-Si 27.4% 25.4%
CdTe 21.0% 19.9%
CIGS 23.35% 19.2%
Organic-PV 15.8% 13.1%
Perovskite 25.2% 19.2

III-V 6-junction 39.2 % -

Perovskite/Si (monolithic) 31.3% 26.9
Micromorph (a-Si/uc-Si) 14.0% 12.3%

In most cases the decision for or against investment in a PV system is based on cost, idealistic or
aesthetic arguments are normally secondary, and the choice of technology follows third. Therefore,
one of the biggest challenges of PV is to produce the cells and modules in a more cost effective way.
There are several possibilities to reduce the costs per Watt, namely:

e Increasing the efficiency, i.e. more Watts for the same production costs.

e Optimization of the processes and materials, i.e. lower production costE]

!The latest record efficiencies measured at accredited certification laboratories around the world are collected in
the Solar Cell Efficiency Tables. They are published twice a year in the Journal ” Progress in Photovoltaics: Research
and Applications”. Alternatively, check the NREL efficiency chart at http://www.nrel.gov/pv/assets/images/
efficiency-chart.png.

“For example, c-Si technology has achieved an enormous cost reduction by the development of sawing technology.
An ingot can yield more wafers by sawing thinner wafers, sawing with thinner wires that reduce the kerf loss, and
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e Industrialisation, i.e. higher cell/module throughput to reduce the cost.

In a PV system the module should always operate at the MPP. Consequently, solar cells or
modules are usually operated with a mazimum power point tracker (MPPT). This is an electronic
device that contains a variable DC load whose "resistance” is regularly adapted to operate the cell
at the MPP. Often it is coupled to a DC-DC converter that converts the generated power into a
stable DC output. If we want to run AC appliances, we have to use an inverter, and if we want
to feed solar power into the electricity grid, the output must be carefully synchronised with the
phase of the grid voltage. Typical inverters can handle 3 - 500 kW and feed two or three phases,
but there are also models that reach 1 MW.

Terrestrial PV installations showed a spectacular growth over the last three decades; starting
from isolated systems installed by a few enthusiasts, they became a standard for buildings and
commercial electricity generation. Initially, the growth was stimulated by governmental regulations
and incentives such as the feed-in-tariffs that Germany introduced in the late 1990s and the early
2000s. In 2009, Germany elected a conservative government that massively curbed the incentives,
but by this time the cost of PV modules had substantially decreased, such that the number of PV
installations kept on growing in other countries, notably in China. By 2016, the installation volume
for large scale PV installations in sun-belt countries exceeded 30 GW, per year, at bidding prices
of €0.1, and more recently below €0.05 per kW h.

Besides driving down the costs of an installation, further challenges lie in the transport of
electricity over long distances and in the storage for times without sunlight. Transport losses may
be surmountable by DC power lines that exhibit only 3% on 1000 km. Storage is possible with
various technologies, e.g. Hs storage, compressed air, hydro storage, flywheels, etc., but each of
these options has its advantages and disadvantages and it is not yet clear which one will prevail.

2.2 Crystalline Si

Borrowing knowledge from microelectronics manufacturing and benefiting from its abundance and
reliability, c-Si cells developed into the most widely used PV technology. In a nutshell, c-Si cells
use single-crystal wafers with etched surface texture. After a diffusion step to create the junction
at the front and deposition of a SigNy4 anti-reflection coating, metallic electrodes are screen-printed
at the front and at the rear, and a firing step is used to contact the wafer and to sinter the
metals. Advanced designs aim at minimizing, or avoiding altogether, the direct contact between
the metallisation and the active parts of the semiconductor. To avoid shadowing by the front
electrode, both contact polarities can be applied to the rear-side of the cell, obviously at the cost
of a more complicated manufacturing process.

2.3 Thin film PV

Compared to cell production on the basis of crystalline wafers, thin films bear the advantage of
lower material usage and the possibility to apply them to flexible substrates. Their drawbacks are
less standardized equipment and the fact that the deposited materials are generally polycrystalline
or amorphous which (normally) results poorer electric performance due to recombination at grain
boundaries.

sawing with less surface damage to reduce the depth of the saw damage etch (SDE). Alternatively, thin film cells use
less material in the first place, but experience tells that customers do not accept lower efficiencies.
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2.3.1 CdTe

The compound CdTe is a II-IV semiconductor. It has a bandgap of 1.44 eV which is a perfect match
to our solar spectrum. The compound evaporates and condensates congruently which means that
evaporated material forms absorber layers with the correct composition. It is naturally p-type and
forms an excellent heterojunction with n-type CdS. This is exploited in fabrication where typically
glass is coated with a transparent front contact such as fluorine doped SnOs (FTO), followed by
the evaporation of CdS and CdTe. The real challenge comes with the rear contact as there are
no metals that form an Ohmic contact to CdTe. Thus, an additional p-type layer such ZnTe or
SbyTes in combination with graphite is often used. Modules based on CdTe often have issues with
public acceptance. On this topic we note that Cd is indeed toxic when available in digestible form.
However, CdTe is a stable compound and leakage experiments with broken modules remained below
environmental limits.

2.3.2 CIGS

The acronym CIGS refers to the family of Cu(In,Ga)Ses semiconductors which are of the type
[HIII-IV,. For a long time it was the thin film material that achieved the highest efficiencies, but its
fabrication process is comparatively complicated as the best material is obtained by co-evaporation
of four elements. Usually it deposited on glass coated with molybdenum which is fairly stable
in the corrosive atmosphere of the Se-vapour. The formation of an interfacial layer of MoSes is
actually beneficial as it form an Ohmic rear contact to the p-type CIGS absorber. The cell process
normally proceeds with the deposition of n-type CdS in a chemical bath and the deposition of the
transparent ZnO front contact by sputtering.

2.3.3 Dye sensitized solar cells

In 1991, Brian O’Regan and Michael Gratzel published an innova-
|22 ss el tive concept of a photovoltaic cell that is inspired by photosynthesis
,(}Hmﬂ i i 8 [14). This cell works with a porous TiO2 matrix into which a dye

J L | is infiltrated by solution processing. Absorption of a photon ex-
cites an electron into an excited state of the dye from where it is
transferred extremely fast to the CB of TiOs. Subsequently, the
charge is replenished from a redox-couple, usually an iodine-based
electrolyte in contact with a Pt counter-electrode. This technology
reached efficiencies of approx 11.9% at the lab-level. The big issue
is long term stability, notably the sealing of the liquid electrolyte. The advantages are poten-
tially low cost, ease of fabrication, and the possibility of using dyes with different colours. This
can be interesting for building integration with semi-transparent modules as demonstrated by the
facade-installation on EPFL’s Swiss Tech Convention Centre.

2.3.4 Perovskites

Perovskites solar cells developed from dye sensitized solar cells when researchers at Yokohama
University tried to replace dyes by nanoparticles of an organic-inorganic metal halide. Starting
from a device efficiency of 3.8% shown in 2009, this technology has seen unprecedented efficiency
growth to 25.2% in 2019. The materials have exceptional optoelectronic properties, close to III-V
materials, but they can be grown with low-cost fabrication techniques, such as solution processes,
printing, evaporation, etc. Currently, the main issue lies in up-scaling and stability. Moreover, they



20 CHAPTER 2. PV STATE OF THE ART

contain small amounts of Pb which raises concerns about toxicity, similarly to Cd. The topic is
discussed in more detail in section [I1.6l

2.4 Ultra-high efficiency and concentrators

2.4.1 III-V Multi-junction cells

The highest conversion efficiencies of all PV technologies are achieved with multi-junction cells
on the basis of I1I-V materials. The most commonly used design uses a c-Ge wafer that provides
a bottom cell for IR radiation and also serves as epitaxy-template for a lattice-matched stack of a
GaAs middle-cell and a (Ga,In)P top cell. More recent designs don’t use Ge any more. In 2019, a
mechanically stacked 6 junction-cell reached a confirmed efficiency of 47.1% under a concentration
of 143x.

One big issue of those bandgap engineered cells is that the best bandgap combination is not
necessarily made up of materials that can be grown on top of each other very easily. There might
be lattice mismatch that leads to defects and dislocations which in turn can lead to peeling of the
layers as they grow thicker. This can be circumvented by introducing buffer layers, which mediate
between two materials. The principle can also be applied to match refractive indices of two adjacent
layers.

Another possibility is to mechanically stack a wide band gap III-V cell on top of a low band gap
cell such as silicon. This concept now reached efficiencies above 32.8% for tandems and 35.9% for
a triple cell consisting of a III-V tandem on a c¢-Si bottom cell.

Multi-junction solar cells based on III-V materials are rather expensive due to scarce elements
such as In and Ga, and because of their complex processing techniques. They are preferably applied
in space and for some terrestrial application using concentrators.

2.4.2 Tandem cells with c-Si

Until a few years ago, silicon was never considered for tandem solar cells as there is no lattice-
matched material with suitable bandgap. This changed with the advent of perovskite materials as
they can be processed without the constraint of lattice matching. See section

2.4.3 Concentrator cells

Increasing the light intensity is a logical way to increase the power output of a solar cell. The idea
here is to use lenses or curved mirrors to focus the light onto a small but very efficient cell (usually
ITI-V multi-junction). The main problem is the small angle tolerance, i.e. the cells have to face
the sun exactly in order to work, and they cannot use any diffused light. This makes tracking
essential, ideally on two axes. Tracking faces a variety of mechanical challenges because conditions
with direct sunlight and without cloud-cover are often found in desert climates. Consequently, the
moving parts must tolerate wind and sand.

2.5 Novel or emerging technologies

There are several concepts that have been proposed to circumvent the Shockley-Queisser limit.
The most successful one is the use of more than one semiconductor in tandem and multi-junction
configurations. Others have not yet made it into working devices, but it is interesting to understand
their operation principles.
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2.5.1 Hot carrier solar cells

Here the idea is to extract charge carriers before they loose excess energy by thermalization. To
this end, collection should happen faster than the time of phonon interactions, i.e. within 1 - 10 ps.
Alternatively, there are efforts to engineer the density of phonon states and thereby slow down
thermalisation.

2.5.2 Multiple exciton generation

A high-energy photon can create more than one electron-hole pair as demonstrated with some
quantum dot materials. However, in most cases the multiple exciton generation becomes only
effective when the photon energy is higher than three times the bandgap energy. For our solar
spectrum, that would mean to use a material with bandgap in the IR, resulting in a severe limitation
of the output voltage.

2.5.3 Intermediate band cells

The idea of an intermediate band (IB) within a large bandgap is that a low energy photon could
be used to excite an electron from the VB to the IB and a second low energy photon would take it
to the CB. High energy photons could excite directly from the VB to the CB.

A naturally occurring IB was postulated for some highly mismatched alloys like GaN,PyAs_,_,,
an effective IB was also reported for (Zn,Cd)Te-(Zn,Cd)Se multi-quantum wells. If successful, the
red part of the solar spectrum could be used more efficiently.

2.5.4 Up- and down-conversion

The principle of this approach aims again at the reduction of the thermalisation losses and on the
promotion of low energetic photons.

e Down-conversion at the front side: One high-energy photon is absorbed and two low-
energy photons are emitted. Their energy ideally corresponds to the band gap of the absorber
material.

e Up-conversion in the middle or at the rear of the cell: Two low energy-photons are absorbed
and one highenergy photon is re-emitted.

Most up- and down-conversion processes are second order interactions and therefore very ineffi-
cient, i.e. on average only one photon in 1000 leads to such a process . But on the other hand this
might be interesting for concentrator cells, as the probability of the process scales with intensity.

2.5.5 Down-shifting

Different from the conversion effects discussed in the previous two sections, down shifting is a
fluorescence processes that maintains the number of photons. Therefore, it does not circumvent
the Shockley-Queisser limit, but it could help to avoid parasitic absorption in supporting layers of
the front contact. For example, embedding fluorescent particles in the front encapsulation could
absorb UV light and emit it into visible wavelengths that are efficiently converted by the solar cell.
The fluorescence effect can have efficiencies up to 90%, but as the emission is omnidirectional, the
radiative losses towards the front have to be taken into account.
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Chapter 3

Basic semiconductor properties

3.1 A short introduction to band theory

Solids can be considered as entities where atoms are closely packed next to each other, unlike in
gases. When the interatomic distance is short enough, the wavefunctions of the valence-electrons
can overlap. Thus, the discrete electronic states of the atoms will broaden due to the overlap and
eventually form bands. We can very roughly associate insulators with a state where wavefunctions
are still localized to atoms, and metals to a state where wavefunctions extend over many atoms, in
extreme cases even over the full dimensions of the solid. This behaviour is shown in figure
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Figure 3.1: Formation of the energy bands as the atoms get closer to each other.

To describe a a solid, say a cube of edge-length L, we recognize that the electrons will be confined
by some sort of potential that is binding throughout the solid, i.e. negative. For the region outside
of the solid we can assume a large positive value or even infinity like an ideal potential well.
Alternatively, and mathematically even simpler, we can consider a periodic continuation (called

Born-von Karmann boundary conditions). Thus, the electronic wavefunctions can be defined as
follows:

1 o
V(i) = - ek (3.1)
Here, the prefactor ensures that the wavefunction is normalized when integrating its modu-
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lus W¥* over the volume V = L3. To accommodate the condition of periodicity, we define the
wavevector k by k= 27/ L - (nx,ny,nz)T where n;, ny, and n, are integers that count how may
full wavelengths we can fit into L. The endpoints of all these k-vectors form a lattice which we
call reciprocal lattice. For a large crystal the spacing becomes very dense and we may treat k as if
it were a continuous variable. However, we should always keep in mind the discrete nature of the
wavevectors. When we put the wavefunction into the free-particle Schrédinger equation, we find
the energy F as function of the wavevector. This is called dispersion relation:

K2 -
E = k2
2Mme

(3.2)

In essence, this is just an expression for the kinetic energy in terms of the momentum p = hE, but
by means of the the Pauli exclusion principle and additionally taking into account two possible spin
directions, every k-state can be associated with two electrons. The actual occupation of such states
can then be described with statistics; for metals it is often a good approximation to use Fermi-Dirac
statistics at 0 K. Thus, all the low-energy states are filled consecutively until all valence electrons
are taken care of and the ensemble of filled states resembles a sphere in k-space. The electron
with the highest energy defines the Fermi energy and the radius of the sphere is related to the
Fermi-momentum. Dividing the volume of the Fermi-sphere by the volume of the elementary cell
of the reciprocal space gives the number of occupied states N. Finally, if we divide by the volume
of the crystal in real space, we obtain the electron density n, a quantity that is also accessible to
optical measurements that yield the plasma frequency or other macroscopic measurements such as
the Hall effect.

To describe semiconductors, we have to add a description of the crystal structure and we have
to describe the binding potential on atomic level, the global description in terms of a quantum well
is no longer sufficient. Let us consider a crystal where the positions of the atoms form a regular
lattice denoted by 7,. We can then assume that the valence electrons move in a periodic potential
that is formed by the nuclei and the strongly bound electrons on the inner shells:

V() =V(F+7h) (3.3)

The eq. states that we could select any point within the crystal, move by an arbitrary
lattice vector 7, and find exactly the same same potential as the one at the starting point. Even
if we do not know the exact nature of this potential, the periodicity of the potential implies that
the Schrodinger equation is no longer solved by simple plane waves, but by Bloch waves. As above,
they contain a phase factor that contains the wavevector E, but now they is an additional prefactor
that has the same periodicity as the potential:

U, (7 R) =, (7)™ (3.4)

To assess the impact of the periodic crystal structure, let us start by looking at a simple cubic (sc)
crystal with lattice spacing a. This means that the k-vectors of eq. l' are not only constrained
by the dimensions of the solid, but additionally we have to fit multiples of their periods into the
elementary cell of the crystal. In reciprocal space this introduces a superstructure for the k-vectors
because now they must additionally comply with a grid whose spacing is defined by G = 27/a. For
the simple cubic lattice, the reciprocal lattice is again a simple cubic lattice.
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Figure 3.2: Illustration of the face centred cubic lattice (left) and the elementary cell of
the diamond lattice (right).

At this point we are still free to choose an elementary cell. In semiconductor science we generally
use the Wigner-Seitz cell and we call it the first Brillouin zone. To find it, we select one point
at the origin of the reciprocal lattice. From there, we draw lines to all neighbouring points and
design a perpendicular plane at half way. For the sc lattice, this yields a cube whose six faces are
perpendicular to the z-, y-, and z-axes and located at distances of +G/2 away from the origin.
Silicon does not crystallise in the sc lattice, but in the face centred cubic (fcc) lattice shown in
figure and silicon actually has additional atoms in the unit cell. The reciprocal lattice of fcc is
the body centred cubic (bcc) lattice shown in figure but due to the additional points on the
faces, now the cube has an edge length of G = 47 /a and the first Brillouin zone becomes a bit more
complex. Like the sc lattice, it has six faces perpendicular to the main axes, but there are eight
additional faces that are perpendicular to the diagonals of the cube, resulting in the octahedrally
cropped cube shown in figure [3.3
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Figure 3.3: Illustration of the body centred cubic lattice (left) and its Wigner-Seitz cell
which is a cropped octahedron (right).

As a result of the periodicity, we can describe the full dispersion relation within the first Brillouin
zone. For example, we can evaluate it along the x-axis and as soon as k, extends beyond G/2, we
translate it back into the first Brillouin-zone by regarding the dispersion relation with a momentum
equal to k; — G. We can do the same at the other end of the first Brillouin zone, meaning that



26 CHAPTER 3. BASIC SEMICONDUCTOR PROPERTIES

10
8/\
6_

—~  4F

>

L 2

S of

2 ol

L
4L
-6
-8\
-10

Figure 3.4: The band diagram of free electrons in the fcc lattice.

instead of regarding the dispersion relation beyond —G/2, we take shift it by taking k, + G.

This is illustrated in figure which plots the dispersion relation of a free electron in the fcc
lattice. Between I' = {0,0,0}7 (the origin) and X = {G/2,0,0}T, the dispersion relation is given
by the blue parabola, and rather than continuing it beyond X, it flips and continues along the
purple characteristic. The same happens if we follow the dispersion relation from X along the
diagonal towards L = {G/2,G/2,G/2}T. However, we need to keep track by how many times we
applied the translation. We could do this by noting the colour, more formally this is done by the
band index n that we already included in the definition of eq . For bands with high indices
the processes of translation and folding gets ever more complicated and we notice that some bands
get folded to the same location in the first BZ. We call these degenerate, and to avoid overloading
of the diagram, only the first six bands are plotted in figure

3.2 Bandgaps

Our understanding of the band structure of silicon and other semiconductors started with the inter-
pretation of cyclotron resonance measurements using the k - p perturbation method and symmetry
arguments to minimize the amount of calculations [15,|16]. Eventually, access to increasing amounts
of computing power facilitated band structure calculations with the method of pseudo-potentials
[17] which was also applied to calculate the band diagrams shown in figure Figure shows
the resulting energy-eigenvalues along various directions in k-space for the semiconductors Si and
GaAs in a band-diagram. Looking at bands with with low index (blue and purple), it appears that

!The k-p-method typically uses a small basis of 6 or 15 plane-waves and employs group-theoretical arguments to find
a small number of non-zero matrix elements of the momentum operator which are subsequently related to measurable
quantities like the curvature of the bands, i.e. their effective mass. The method of pseudo-potentials describes the
periodic potential of elemental semiconductors by three Fourier coefficients (six for compound semiconductors such
as GaAs), but the number of plane waves and therefore the number of matrix elements is much larger. For example,
the band diagram shown in figurd3.5 was calculated with a set of 124 waves. A Mathematica notebook is available
from Aaron J. Danner, see: https://www.ece.nus.edu.sg/stfpage/eleadj/pseudopotential .htm.
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Figure 3.5: The band diagram of silicon (left) and GaAs (right) calculated with the
pseudopoential method. The grey bars illustrate the bandgaps.

they propagate rather undisturbed and follow essentially the parabolic dispersion relation of free
electrons. Elsewhere the characteristics can become considerably distorted, especially when the
wave-vectors approach points of high symmetry in the reciprocal lattice. For example, at L, the
blue branch does not connect continuously with the purple one, but it opens a gap in which no real
energy-eigenvalue exists.

Further up the grey areas denote conditions where such an energy gap extends over all directions
of k-space. Bands below this gap are called valence bands (VBs) because they are completely filled
with valence electrons at 0 K. At temperatures above 0 K some electrons are excited into states
above the gap which allows them to transport current, exactly like the electrons in a metal. For
this reason the bands above the gap are called conduction bands (CBs). Note that only three of
the CBs are shown for clarity, but above the red and the orange characteristics there are infinitely
more bands at higher energies. As there are only a few thermally excited electrons in the CB, the
conductivity is low and therefore we call these materials semiconductors.

Whenever electrons get excited into the CB, they leave behind unoccupied states in the VB
which we call holes. Holes contribute to the charge transport in the semiconductor as well, but
they are characterised by a positive charge and in most cases they have a lower mobility than
electrons. For silicon, the bandgap extends from the valence band maximum (VBM) at the I'-point
to the conduction band minimum (CBM) which is found on the orange band at a wave-vector of
0.85X. This behaviour is called indirect bandgap and the value of the energy gap is 1.12eV at RT.
For GaAs, the VBM and the CBM are both located at I', making it a direct bandgap with a value
of 1.42eV.

Most effects in electronics take place with charge carriers that are close to the bandgap. Looking
at the CBM in figure the dispersion relation does not look too different from a parabola.
Therefore, we can apply a Taylor-expansion around the CBM and obtain a parabolic dispersion
relation where the inverse of the curvature plays the role of an effective mass. More details on this
approach are discussed in section
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Applying the Taylor expansion to the VB yields negative curvature and thus negative effective
mass. Whereas this appears strange at first sight, we can explain it as follows; when an electron
gets excited from the VB, it leaves behind a hole. An electron from an adjacent state in the VB
can easily jump into this hole, leaving behind a hole in the state it came from. Thus, we can
effectively consider the hole like a moving entity, but its movement is opposite to the the one of an
electron. Moreover, charge neutrality requires that a hole should have a positive charge which we
can accommodate with a negative curvature. The dispersion relation of holes reads:

h2k2
Qm;’;

Epve = — (3.6)

For most of our work on solar cells, it is sufficient to know the values of the bandgap and the
effective masses. Except for a description of optical absorption effects in chapter [4] the finer details
of the band diagram are hardly needed anymore. Figure illustrates once more the distinction
between metals, semiconductors and insulators. For metals, there is usually no gap, or the VB
is only partially filled. Thus, the electrons need only a small amount of energy to hop into a
free state that allows them to move. For semiconductors and insulators there is a gap and the
VB is entirely filled. Thus, the electrons need to cross the bandgap before they can find free
states. For semiconductors this energy gap is in the order of 1eV, thus the thermal energy which
is kT = 26 meV at room temperature, is sufficient to promote a few carriers into the conduction
band. It also means that a semiconductor kept at very low temperature will behave like an insulator
because the thermal energy is too small to excite electrons. In insulators the band gap is much
larger (several eV) and thus it is very improbable for electrons to be excited across the gap at RT.
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Figure 3.6: Behaviour of metals, semiconductors and insulators.

3.3 Fermi-Dirac statistics, density of states and concentration of
carriers

As electrons and holes are fermions (half-integer spin particles) their occupation is governed by the
exclusion principle. Thus, we can put only one electron into a state which is uniquely described by
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a band index, the components of the wave vector and a spinﬂ The occupation probability of these
states is described by Fermi-Dirac statistics which is given by:

1
exp <E;7{3F) +1

frp(E, EF) = (3.7)

For electrons this means, that at T = 0K all the states below the Fermi level (energy) Ep are
occupied and all the states above are emptyﬂ At a finite temperature this distribution smears out
and states a few kT away from the Fermi level can be occupied. The evolution of the Fermi-Dirac
distribution function at different temperatures is shown in Figure (3.7
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Figure 3.7: Fermi-Dirac distribution frp(F, EF) at different temperatures for a Fermi-
energy of 100 meV.

To find out how many electrons are excited, we consider the occupation statistics in E—space.
Starting with the state k= (0,0,0)", we go through all states of the conduction band and calculate
their energy. Next, we use f(E(k)) to decide whether the state is occupied or not, and we sum
them up. Finally, we note that each state can accommodate two carriers of opposing spin, and we
divide by the sample volume V = L3 as we are normally interested in carrier densities.

2 - 2 L? o
o= g5 3 Ieo(E®) = 75 o Do feo(EE)AR (3:8)
E(CB) k(CB)
Here, we added an index ”0” to denote thermal equilibrium. We also extended the sum by the

volume element of E—space, Ak = (27)3/L3. The extension is cancelled by the pre-factor, but it
allows us replace the sum by a volume integral:

2Since we do not explicitly deal with magnetic fields that would express spin interactions, it is usually safe to work
with two electrons per state.

3Strictly speaking the definition is the other way round, the Fermi level (or energy) is defined as the energy up to
which electronic states are occupied at T = 0 K. We should more correctly use the term chemical potential p which
is defined also for positions within the bandgap, regardless whether there are allowed states or not.
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By extending the integral only over the distribution function f(E), we obtain the density of

excited electrons. More generally, we can use the same integral to calculate other averages that

need to be weighted by the carrier density, simply by multiplying them to fpp(FE) in the integrand.
For example, the energy density of the electrons is determined by the following:

v_1
Vo 4x3

uo = L B® feoEE)E (3.10)
E(CB)

As the integral of eq. is not dependent on any direction in E—Space but only on the energy
we can carry out the integration in spherical coordinates, and we can substitute the wavevector
modulus k£ by the energy FE which appears already in f (E)E| Thus, the volume element of the
integration is transformed as ﬁd‘gk = g(E)dE. For the case of a spherical energy surface with one
single with effective mass m*, g(F) is given by:

o(B) = - Gmﬁgw—Em% (3.11)

“om2 \ 2

Since g(F) describes the number of states per volume and per energy, we call it density of states
(DOS). It allows us to calculate the electron density ng by the following integral:

ng = n(EF):/ g(E)f(E,Ep)dE (3.12)
Ec
2
1 /2mZ\3 [ 1 _E _Ec—Ep
~ 52 <h2 > /0 E2e xTdE e~ kT (3.13)

L(k1)3 /7

Here, the rapid exponential decay of the Fermi-Dirac distribution function allowed us to replace
the upper limit by oco. In the second step we shifted the lower limit of the integral by E¢ since .
g(E) = 0 is for energies £ < E¢. Finally we approximated the unwieldy Fermi-Dirac distribution
with the Maxwell-Boltzmann distribution. This is only allowed when the Fermi-level is more than
3kT away from the band edges. Cases where we have to evaluate the full integral of eq. are
discussed in appendix

The same Fermi-Dirac distribution function also describes the states in the VB, but it is conve-
nient to regard empty electron-states as filled hole-states. Thus, we can define the probability of
filling a state in the VB by frp, =1 — frp,, is filled To assess the properties of holes in the VB,

4A minor directional dependence arises when the energy surfaces at the VBM or the CBM are not spherical but
elliptical as discussed in appendix The resulting differences in the effective masses can be incorporated into
scaled spherical coordinates. Another example for a directional dependence is discussed in appendix [H] where we
calculate the current density flowing in positive z-direction, i.e. the current of those carriers that have a positive
velocity component v,.

°In three dimensions, the Jacobian for spherical coordinates is 4wk?*dk and we can replace k? and dk with the help
of the dispersion relation F (l;) The resulting DOS varies with the square-root of E. For two dimensions we have to
use polar coordinates and the Jacobian is given by kdk, resulting in a constant DOS. For one dimension the Jacobian

is constant and g(E) varies like E~%/2,
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we consider the same distribution function can be treated exactly the same way, we can obtain the
following expressions for the thermally excited carrier densities.

3
L (mikT\ 2 Ec—Ep\ Eo — Ep
ng = 2 < 572 ) exp ( T > = N¢ - exp < T > (3.14)
3
i m;k‘T 2 EF — EV B EF - EV
pg = 2 ( o2 > exp < T = Ny - exp T (3.15)

The prefactors Ny and N¢ are called effective density of states of the VB and of the CB,
respectively. As every excited electron leaves behind exactly one hole, we have ng = pg. In this

case, the intrinsic Fermi level E; is close to mid-gap with a small dependence on the temperature
T:

Ec+ Ey kT Ny
Ei=—+—In|— 3.16
i > a2 " (NC (3.16)
The product of ng and pg yields the square of the intrinsic carrier concentration:
2 By
no - po = ni = Ny Ng exp 7 ) = const. (3.17)

For silicon at 300K, the values for No and Ny are 2.86 x 10 cm™2 and 3.1 x 10" ecm ™3,
respectively, and n; ~ 1 x 101%cm™ is often used for the intrinsic carrier densityﬂ Compared
to the atomic density in silicon of 5 x 10?2cm™ the intrinsic carrier density is not very high,
i.e. about one electron and one hole for 1012 atoms. The values for Ge (E; = 0.8¢eV) and GaAs
(Eg = 1.42¢€V are 1 x 10'2 and 1 x 10 cm ™3, respectively. Obviously the higher the band gap, the
lower the intrinsic carrier density.

3.4 Doping

It is possible to change the carrier concentration through doping, i.e. introducing different atoms
into the host material. For silicon, the most common dopants are boron for p-doping and phosphorus
for n-doping. For P occupying a substitutional site Pg;, only four electrons are needed for bonding
to the surrounding lattice. The fifth electron is not involved in the bonding and thus easily released
to become a free carrier. For boron this is a little less intuitive because it lacks one electron to
fully bond to its neighbours. Assuming that occasionally an electron is released from neighbouring
bonds, the released electrons may then attach to the boron atom, leaving behind a hole somewhere
else.

We can use the model of the hydrogen atom to estimate the Bohr radius and the binding energy.
To this end, we have to use the permittivity of the semiconductor and the respective effective
masses of the carriers.

at a €5
= 0 .
0 m*/mg

(3.18)

5In undoped silicon, n; = 9.65 x 10°cm ™2 at 300K, however, the value increases with doping |18]. The value
quoted above is still a good approximation for p-type wafers with resistivities of 1 - 2 cm typically used for solar
cells.
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For the hydrogen atom, the Bohr radius of the electron is ap = 0.3nm, but for silicon with
€s; = 11.7 we obtain 5 - 10 nm which means that an electron is delocalised over several atoms. To
estimate the binding energy, we can use the formula for ionisation from a state in orbital n:

* 4
g, = Terd L (3.19)
’ 2 (4mepegih)” 1

Instead of 13.2eV which is the binding energy of the electron in the hydrogen atom, we obtain
binding energies of 20 - 30 meV. Thus, the thermal energy k7' at room temperature is sufficient to
fully dissociate an electron from the donor. In a band diagram, we can depict donor states within
the bandgap just below the CB. Likewise, holes will easily dissociate from their acceptors and we
can depict acceptor states just above the VB. The probabilities of ionizing an acceptor or a donor

are given by the following relations:

1
N, = Ny (3.20)
1+ 4exp <7EAk_TEF)
1
Np = Np (3.21)

14 2exp (LFk}ED)

Here, the different prefactors in the denominators are related to the number of bands contributing
to the VB and the CB. Overall, the doped semiconductor is still neutral, and therefore we can
formulate an equation for charge neutrality:

po—no— Ny +Njp=0 (3.22)

Doping changes the equilibrium carrier densities ng and pg, but their product ngpg = n? is still
defined by eq. , similar to the mass-action law in chemistry. Also the Fermi-level does not
stay at its intrinsic level, but it moves towards the CB or the VB for n-type and p-type doping,
respectively. For example, if we are dealing with boron doping in silicon, virtually all dopant
states are ionized at room temperature because of their low ionization energy, and therefore we can

approximate as follows:

po~= Ny = Np (3.23)
ng = ni /Na < po (3.24)

If the semiconductor is p-doped with N4 = 1 x 106 cm™3 acceptors, then the equilibrium hole

density can be approximated very well by pg = 1 x 1016 cm™3 as well. The equilibrium electron
density is only ng = 1 x 10*cm™>. Because of the enormous numerical differences, the holes are
called majority carriers in a p-type semiconductor whereas the electrons are minority carriers. In
n-type material it is the other way round.

Often we know the carrier density from measurement and we are interested in the position of
the Fermi level. Therefore, we rearrange eqns. (3.14]) and (3.15)) as follows.

N,
Ec— Ep = kTl (C> (3.25)
o

N
Ep— Ey = kTl <V> (3.26)
Pbo
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Literature sometimes defines an electron potential ¥,, and a hole potential ¥, by referring the
Fermi-levels to the intrinsic level. We can achieve this by subtracting eq. (3.25) from eq. (3.26)) and
identifying the intrinsic level as defined in eq. (3.16)):

qU, = Ep—E; =kTlh <"”> (3.27)
n;
qV, = E;—Ep=kTIn <]:l0> (3.28)

For the numeric example of the p-doped semiconductor we find q¥,, = —0.359 eV and q¥, = 0.359¢eV.

3.5 Quasi Fermi levels

So far we assumed that there is a thermal equilibrium between electrons and holes. This is no
longer the case when we create additional charge carriers, for example by absorption of light. This
is discussed in more detail in chapter [ but in essence the absorption process creates an additional
pair of electrons and holes for every absorbed photon. Depending on the energy of the photons,
these are excited into states that are far from their respective band edges and we call them hot
carriers because it would need a temperatures of several thousand K to describe the occupation
of such states with statistics. From there, they undergo multiple interactions with phonons which
are on on a timescale of ps. Eventually they reach states close to the band edges. Ultimately, from
there they will recombine through one of the processes discussed in chapter [5], but since at least
two carriers are needed for recombination, it takes place on a much longer timescale which we call
bulk lifetime 73,. In most cases the lifetime is long enough to assume that the carriers are in thermal
equilibrium within their respective bands. Since the two occupation statistics are governed by the
temperature of the lattice, the whole process is called thermalisation.

The semiconductor is thus in a steady state where the illumination creates hot carriers which
continuously thermalize to the pool of carriers at the band edges. This allows us to define two
different (quasi-)Fermi levels Er,, and EF,), for the two carrier populations, both of them in terms
of the lattice temperature.

The steady state carrier densities are called An and Ap, respectively, and since the absorption of
photons creates pairs of electrons and holes we have An = Ap. Staying with the numerical example
of a p-doped semiconductor with N4y = 1 x 106 cm™3, let us assume that illumination creates an
additional density of electrons and holes equal to An = Ap = 1x 10" cm™3. Thus, we have to drop
the subscript ”0” from the hole density since we are no longer dealing with thermal equilibrium,
and we can find p = pg + Ap = 1.1 x 10'%cm™3. As p is not very different from the majority
density that we had in thermal equilibrium, we can use p ~ pg for the majority carriers. However,
for the minority density there is a huge difference because it increases from ng = 1 x 10* cm™3 by
11 orders of magnitude to n = ng + An = 1.000 000 000 01 x 10'® cm™3. For the illuminated case it
is therefore safe to approximate the minority carrier density by n = An.

We can describe this steady state situation by borrowing the definitions from the equilibrium,
but we have to keep in mind that there are now two different Fermi levels for electrons and for
holes. We define them the same way as in eqns. and , but we have to insert the

non-equilibrium carrier densities.
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N,

E¢ — Epp = kTl <C> (3.29)
n
N

Epp— Ey = kTn <pv> (3.30)

The splitting of the QFLs is obtained by Agrr, = Er, — EF)p. For the p-type semiconductor
we can approximate as follows:

AnNy
A ~ kT1
ot ( n? )

(3.31)

It is important to note that under illumination the carrier densities n and p are no longer related
via the mass action law. Instead, we define the pn-product as a new quantity for the steady state.

A
pn = (po + An)(ng + An) = n? exp ( szlfL> (3.32)

In terms of the electron and hole potentials, the splitting of the QFLs is obtained by Agrr, =
Ern—FErp = q¥,+q¥,. For our numerical example from above, we obtained ¢¥,, = —0.359 eV and
q¥, = 0.359 eV without illumination and we obtain q¥,+q¥, = 0, expressing that there is a unique
Fermi level. Under illumination, the potentials change to q¥, = 0.299eV and q¥, = 0.362eV and
the Fermi levels split by q¥,, + q¥, = 0.661eV.

In chapter [6] we will see that the splitting of the quasi-Fermi levels is related to the maximum
value that we can ideally expect for the open circuit voltage of a solar cell. In a ideal case we could
therefore hope to measure an open circuit voltage of 0.661 V at the electrodes.

a) CB b) C)
Ern
E; q¥n
Er p T qup Erp p qlpp
VB

Figure 3.8: Illustration of a) the intrinsic Fermi level, b) a Fermi level close to the VB
in a p-type semiconductor with the definition of q¥,, and ¢) QFL splitting of a p-type
semiconductor under illumination and the definition of ¢¥, and qV¥,,.

3.6 Drift current

Paul Drude proposed a rather simple, but very successful model to describe the transport of elec-
trons in metals [19, 20]. He assumed that the valence electrons are no longer bound to their atoms,
but form a plasma that moves within the lattice of the ionised cores like an ideal gas of point-like
particles. Occasionally the electrons undergo collisions which fully randomise the direction of their
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velocity. The time between the collisions is called relaxation time 7.. In the absence of an electric

field, the average over all velocity vectors evaluates to zero. Nevertheless, the individual velocities

are not zero. We can calculate the average thermal energy of an electron by dividing the energy

density of all carriers from eq. by the carrier density according to eq., and identify this
with the kinetic energy of the electron.

uo 3 1 £ 2

E—n—o—ikT—imev

This yields a relation for the average velocity of the electron which we call thermal velocity:

(3.33)

3kT

*
me

Vth = (334)

We can obtain the same result from the equipartition theorem of thermodynamics. It states
that an energy of 1/2- kT can be attributed to each degree of freedom, here referring to movement
in three directions of space. At a temperature of 300K, vy, ~ 1 x 107 cms~! with a small difference
between electrons and holes because of their different effective masses as discussed in appendix [A.2]

In the presence of an electric field, electrons still undergo collisions that fully randomise their
directions. However, between the collisions the field accelerates them for a time 7., and thus the
ensemble average moves with the drift velocity ¥; which is directed parallel to the field. For the
case of electrons and holes, we obtain:

Ud,n = *C_I: . Tr,n = . Tr,nE_: — —Mn . E (335)

Uip = G Trp=— Trp=4Hp E (3.36)
my,

Here, we defined the charge carrier mobilities j. and p, in units of [cm?/Vs]. They describe the

ability of charge carriers to move within an electric field E. Sometimes we want to describe them

in terms of the effective masses and and the relaxation times.

dTrmn

= 3.37
Hn me ( )
qdTrp
= 1P 3.38
H;D m;; ( )

More often we will deal with the drift currents that are associated to the moving charges. They
are defined in terms of the electric field and the respective conductivities o, and o0:

I = gl =g - E (3.39)
———
On
fgrift = q- p@'d,p =q-p- /’Lp B (340)
—_——
9p

There are two main mechanisms that limit the mobility in crystalline material. A fundamental
and unavoidable scattering process is due to the thermal oscillations of the atoms around their
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lattice sites. These are very well described by sound waves or phonons, and therefore we speak
of phonon scattering. As we introduce dopants into the material, moving charge carries are addi-
tionally scattered by the Coulomb potential of the ionised cores. Accordingly, we speak of ionised
impurity scattering. In multicrystalline material, there is additional scattering at grain boundaries
[21]. For p-type c-Si, the variation of the hole mobility with doping concentration and temperature

is illustrated in figure [3.9(a)|
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Figure 3.9: Dependence of the mobility on dopant concentration and temperature in
p-type silicon. Panel @ shows mobility of holes (majority carriers), panel @ the one of
electrons (minority carriers); data from pvlighthouse.

Since electrons and holes contribute to the current, the total drift current is given by:

Joot = q (npn + py) B (3.41)
—_—

Here o, and o), are the conductivities in units of Scm™!, and the subscripts n and p denote
electrons and holes, respectively. Thus, o = o, + 0, is the total conductivity. The inverse of the
conductivity is the resistivity p in units of 2cm. Generally, c¢-Si wafers are classified by the doping
type and p. Other properties like the doping concentrations N4 and Np or the mobilities p,, 1,
can then be inferred. Typical values are:

e p-type: p=2Qcm — o =0.5Scm™!
In this case N4 = 7 x 10 cm™2 and Er is 0.23 eV above the VB edge.

e n-type: p=4Qcm — o =0.25Scm™!
In this case Np = 1.1 x 10 cm ™3 and EF is 0.26eV below the CB edge.

Besides the majority mobilites used here in the context of the conductivity, we will later find that
the description of solar cells actually relies very strongly on the properties of the of the minority
carriers. The figure shows that the electron (minority) mobility in p-type c-Si is about three
times higher than the hole (majority) mobﬂitym

"Whereas the very first solar cells were made with n-type wafers, application as power source for satellites quickly
showed that p-type cells are more tolerant against bombardment with electrons and protons in space, especially in
the altitude of the van Allen belt. The longer minority diffusion length in p-type Si was a additional asset [22]. The
choice of p-type wafers was maintained for almost 60 years and only in the 2020s n-type wafers started gaining a
larger market share because of high-efficiency cell designs such as IBC, heterojunction or TOPCon.
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The electric field vector E can be expressed by the gradient of the electrostatic potential ®;
which is a scalar with units of [V]. In the context of semiconductors we are dealing more often
with band diagrams in terms of energies. We can reconcile the two descriptions by recognizing
that the electrostatic potential ®.; imparts a potential energy ¢ - ®,; on a positive charge, and by
keeping in mind that band diagrams are referred to the vacuum level ¢®,,. which is the negative
of q®;. Figure illustrates the different definitions for an n-type semiconductor under applied
bias voltage ] and it shows how the C'B of the semiconductor is constructed by a downwards shift
of the vacuum level by an amount equivalent to the electron affinity x. The VB is found at yet
lower energy, separated from the conduction band by an energy equivalent to the bandgap E.

a) q(bel

i .|
| 1
b) 4 qPyac = —qPe
X
X
CB
Eg
B VB
|

Figure 3.10: Panel a) shows the variation of the electrostatic potential along a uniform
conductor under bias voltage and grounded negative electrode. Assuming that the conduc-
tor is an n-type semiconductor with Ohmic contacts, panel b) illustrates the corresponding
band diagram.

The change of sign between the electrostatic potential and the vacuum level must also be kept
in mind for the movement of charge carriers. In band diagrams, it is often depicted that electrons
"roll down” the slope of the C'B whereas positively charged holes "move up” along the slope of the
V' B like air-bubbles trapped under a sheet of ice. We have to be very careful though, after the next
section we will have a closer look at the transport equations and we will find that this picture is a
bit too simplistic.

8We assumed perfect Ohmic contacts where the Fermi-levels of the metal and the semiconductor align without
depletion. The properties of this type of contact are discussed in more detail in appendix@
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3.7 Diffusion current

When the carrier density is spatially inhomogeneous, there is a tendency for carriers to diffuse
from regions of high density towards regions of low density. This corresponds to a diffusion current
which is defined by’

Mt — 4. D, Vn (3.42)
j’;}lff ——q-D,-Vp (3.43)

Here, D,, and D, are the diffusion coefficients of electrons and holes, respectively. In chapter |§|
it turns out that diffusion is of paramount importance for the treatment of most solar cells. The
FEinstein relations allow us to express the diffusion coefficients in terms of the temperature 1" and
the mobilities p. and pp:

kT
kT
Dy = 7#10 (3.45)

3.8 Total current

The total current is simply the sum of the drift current and the diffusion current for both, electrons
and holes.

j = jn“‘jpZQ(n'Nn+p'ﬂp)'E"FQ(Dn'ﬁn_Dp'ﬁp) (3-46)

We can rearrange the expressions for electron and hole currents a little by replacing the field
by the gradient of the electrostatic potential and by applying the Einstein relations to express the
diffusion coefficients in terms of the mobilities. Additionally, we resolve eqns. (3.29) and (3.30) for
n and p to simplify the gradient operation in the second term. As the energy offsets between the
vacuum level and the bands are constant, we find that their gradients cancel each other. The same
rearrangement holds for the hole current and eventually we obtain the following;:

Jn = qunﬁ + anﬁn

= —,unﬁ(q@ez) + kT pynV (Nce(EFfEC)/kT)

= iV (qPuac) + kT pnNee Pr=EM) 5 ((Ep — Ec)/KT)

= unVEp, (3.47)
Jo = mpVErp (3.48)

This means that the true driving force for the electron and hole currents is not related to the
gradients of the respective bands, but to the gradients of the respective quasi Fermi-levels.

9By definition, the gradient directs towards the place of higher concentration and therefore the direction of diffusing
particles is opposite to the gradient. Thus, a”—” is needed in the definition of the hole current to express the direction
of diffusion of positive charges. For the electron current, we have to multiply with another ” —” to express the current
direction opposite to the flow of the negative charges.



Chapter 4

Optical properties

4.1 Dielectric permittivity

The interaction of light with matter is described by the dielectric permittivity e (sometimes also
called dielectric function).

e(hw) = €1 (hw) + iea(hw) (4.1)

The response is always causal, i.e. has a certain delay to the cause, the excitation by the
electromagnetic field. This is represented by a phase shift which in turn gives rise to the imaginary
part. Additionally, the response is not the same for different frequencies w of the incident light.
The dependence of € on w (or the energy of the incident photons, fw) is called dispersion.

We can imagine the interaction between light and matter very simplistically by assuming that an
electron is bound to its core by a spring. If we describe the incident light by a sinusoidally varying
electromagnetic field, it can interact with the dipole moment formed between the negatively charged
electron and the positive core. Depending on damping and spring constant, the system will follow
the excitation only little at low frequencies, very strongly at the resonance frequency, and again very
little at very high frequencies. The sum of the individual dipole moments yields the macroscopic
polarization P which is related to the incident field E through the susceptibility x, resulting in a
permittivity e with Lorentzian shape:

e2N/V 1
eome Wi — 2ifw — w?

e=1+ (4.2)

Here, N/V is the volume density of oscillators, €y is the dielectric constant, wy is the eigen-
frequency, 8 is the damping constant, and w is the driving frequency. In case there are different
oscillators in the material, the second term can be generalized to sum over all of them.

4.2 Refractive index

Alternatively to the permittivity, the refractive index n is frequently used to describe optical phe-
nomena such as the refraction of lenses. Its imaginary part x accounts for the decay of intensity as
light travels through an absorbing medium. The refractive index and the permittivity are related
as follows:

39
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(n + iH)2 = €1 + €9 (4.3)

For an electromagnetic wave propagating in a medium, we can write the following relation for
the field amplitude. It consists of two parts: the attenuation term and the propagation term (FEy
is the initial amplitude of the electric field).

. . 2 i
E = Ejexp [z <7r(n+m)$—wtﬂ

A
- 2 2
= Epexp |— T exp |4 Ty wt (4.4)
A A
attenua;;)n term propagz;ti)n term

Given the definition of the electromagnetic wave, the decay of the intensity can easily be calcu-
lated with the law of Beer-Lambert-Bougoueri]]

I(z) = \19/ exp (—ax) (4.5)
=|Eo|?/2

1

Here, « is the material’s absorption coefficient in units of cm™". It is related to the extinction

coefficient x in the following way:
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Figure 4.1: |(a)| Complex refractive index n + ik of c-Si and @ GaAs. The dashed curve
overlaid in |(a)| represents a single harmonic oscillator.

The dispersion characteristics of the complex refractive index of silicon and GaAs are shown in
figures 4.1(a)| and [4.1(b)| respectively. Overlaid to figure [4.1(a)| is the refractive index n and the

"Note: For a sinusoidal variation in time, In = |Eo|?/2 and |exp (iz)| = 1.
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extinction coefficient x of the harmonic oscillator model of eq. . Over the range of energies
from 1 - 3eV, the simple model reproduces relatively well the increase of the refractive index of
silicon from 3.5 to 6.5 and it also captures the increase of the extinction coefficient. For higher
energies between 3 - 4eV the behaviour is no longer well explained, and even a superposition of
several oscillators does not improve the accuracy very much.

10’ . . . . —
10°

10°

o

o o GaAs ~ (E - Eg)"? _
10" E ~o ¢Si~ (E - Eg)?
- - - oscillator model (Si) ]

Absorption coefficient (cm™)
2,

10 15 20 25 30 35
Photon energy (eV)

Figure 4.2: Absorption coefficients of ¢-Si and GaAs. The dashed line represents the
oscillator model.

Since we want to understand the absorption of light in solar cells, we show the absorption
coefficients in semi-logarithmic scale in figure Over the visible range between 1.5 - 3.0eV we
notice that GaAs absorbs light much more strongly than silicon, but towards 3.3 eV the absorption
in silicon goes up to the same level. The simple oscillator model falls between the two. It could
probably be made to fit a little better by playing with the parameters, but it fails totally below
1.5eV as the existence of a bandgap is a purely quantum-mechanic phenomenon that is not captured
by the classical model of the harmonic oscillator.

There are also striking differences between the two semiconductors that were not visible in figures
4.1(a) and [4.1(b)l For GaAs, the onset of the absorption is very steep at its bandgap energy of
1.42 eV whereas for silicon, there is a rather soft onset around its bandgap of 1.12eV. Moreover,
there are two small kinks to the left and to the right of the bandgap energy as indicated by the
arrows.

The differences in the absorption coefficients can be explained with the direct bandgap of GaAs
and the indirect bandgap of Si and the fact that the absorption process must conserve energy and
momentum. Photons can carry large energies of several eV, but they have very small momentum.
This means that a transition from a VB-state must go into a CB-state with very similar momentum.
In the band diagrams of figure this means that the transition across the bandgap should go
almost vertically up ]

2Using the photon dispersion relation E, = fiw = hc|EV|, we find that a photon energy of 2eV, i.e. a wavelength
of 620 nm which is between orange and red, gives a wavevector modulus of k, = 1.1 x 10° cm ™. For comparison, for
the silicon in the fcc-lattice the the X-point is three orders of magnitude further out at G/2 = 1.16 x 10%cm™".
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Silicon, has an indirect bandgap as shown in fig-
ure 3.5(a)l The VBM is at the origin of reciprocal space AE
which is called I'-point, but the CBM is at 0.85- X. In
that case, absorption is a second-order process that in-
volves photons and phonons as illustrated in figure [4.3
The latter are the quanta of lattice vibrations that carry
a lot of momentum but only very little energy.

There are two different possibilities to combine the
two processes; when the photon energy is higher than
the bandgap, the excess energy is spent by emitting a
phonon into the lattice, heating it up a little. When the
photon has less energy than the bandgap, the lattice can
provide a phonon to assist the absorption process. In this
case the lattice gets a little colder. The two processes
are easily distinguished in measurements of the absorp-
tion coefficient at different temperatures. The first one
is always possible, the second one becomes less and less
likely at low temperature, it gets frozen out. More details
on the bandgap and the temperature dependence of the
absorption can be found in appendix

To describe absorption phenomena in direct and indirect semiconductors, we have to use per-
turbation theory of first and second order, respectively, resulting in the following proportionalities:

Eg+Ep

Figure 4.3: Indirect bandgap absorption.

ax (F— Eg)l/2 (direct gap, e.g. GaAs, InP, CdTe, CulnSes)
a o« (E — Eg)? (indirect gap, (e.g. Si, Ge, AlAs)

The derivation makes explicit use of the relation between E and E, it does therefore not apply
to disordered materials. Nevertheless, the absorption coefficient of amorphous silicon is reasonably
well described by a the second case. Apparently, the near-range order over two to three neighbours
is already sufficient to yield the behaviour of an indirect bandgap, but the higher absorption of a-Si
compared to c-si suggests that the disorder relaxes the strict selection rules of perturbation theory
and it is therefore often referred to as "non-direct” bandgap.

4.3 Reflection

The reflection R is governed by the refractive index n and the extinction coefficient k. Figure (a)
illustrates (almost) perpendicular incidence of light from a medium with refractive index n; on the
flat surface of a medium with refractive index no. For this case, the reflection is given by the square
of the modulus of the Fresnel reflection coefficient r1s:

iy — (4.7)

Obviously, the incident medium is often air for which we can assume a refractive index n; = 1 in
all practical aspects. For incidence on an absorbing medium, we have to use a complex refractive
index and the reflected intensity is given by:

(ng — n1)2 + H%

(ng + n1)2 + K%

Ry = \7"12!2 = (4.8)
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a)

n;

Figure 4.4: Reflection and transmission at a two layer system (a) and at a three-layer
system (b).

For example, the refractive index of silicon is ng; + ikg; = 4.077 + 0.028; at A9 = 550 nm.
Approximated to ng; &~ 4, we get a primary reflection of 36%. If we use the dispersion of the
refractive index of silicon as shown in figure we get the reflection characteristic shown by
the black line in figure

If we consider a slab or transparent material, the measured reflection also contains a contribution
from the rear surface. To describe situation by ray-optics, we we have to add all the reflected
intensities as illustrated by the arrows in figure [4.4(b). For the sake of generality, let us assume for
the moment that n; # ns.

—aod —aod
Ri23 = Ri12 + Tige” " Roge™ ™% . Ty
4+ Tige 2% Ryze22% Ryjem 282 Ryse2d2 .3,

raised to power m

oo
=Riz + TioTa Roge 2% Z <RQ1RQ3€7a2d2)m
m=0
(1 — R12)(1 — Roy)Roge 22
1-— R21R236_0‘2d2

Obviously, we can simplify because Rjs = Rs1, but we kept ordering of the indices in the
derivation for later use below. For a reflectivity measurement in air, we can further simplify
because Ri2 = Rss3. For silicon this is shown by the dashed line in figure [4.5] and we note that it
fits the measured data very well.

If we made solar cells with bare silicon, more than a third of the light would be reflected without
even getting a chance to be absorbed. Luckily we can do better than that. Consider again figure[1.4]
but assume that medium two is a thin film and medium three is silicon. In this case, we enter the
domain of wave-optics and can no longer use the intensities defined by eq. . Instead, we must
in a first step sum up the amplitudes of the reflected waves according to eq. . Subsequently,
the total reflected intensity is obtained in a second step by taking the squared modulus of that
sum.

The sum is similar to the one leading to eq. , but there are two differences; first, we have
to respect the ordering of the indices in the amplitude coefficient 712 defined in eq. . Second,

=Ris + (4.9)
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Figure 4.5: Modelled reflectivities for an infinite slab of silicon (black), the addition of
of a 90 nm thick AR coating of ns = 1.5 (red), and the combination of the AR coating
with a double rebound at a pyramidal surface texture (blue). Symbols show the measured
reflectivity of a 270 pm thick wafer, the dashed black line is modelled with eq. to
take into account the rear surface.

we have to respecting coherency as we propagate waves across the film. Accordingly, we replace
the exponents by exp(ikads) using the wavevector ko = nakg = 2mng/Ag. The amplitude reflection
coefficient 7193 is thus given by:

123 =T12 + t12€

ikoda tkada

Tro3€ - 191
+ t1261k2d2r23eik2d2 r21eik2dzr23eik2d2 o1
raised to power m
+ ..
2ikad
(1 - 7"12)(1 - T21)T23€ 242 (410)

=ri2 +

1 — r91roze?ikad

Here, we used the Fresnel transmission coefficient which is defined by ¢;; = 1—r;;. Different from
the reflected intensity, we have rj; = —r;; from the definition in eq. (4.7). Thus we can simplify
r103 into a very compact form:

712 + 723 eXp(Qideg) (4 11)

123 =

1+7r19- 793 exp(2ik2d2)

For absorbing media the complex refractive indices make eq. (4.11]) rather unwieldy. For the sake
of illustration, let us neglect once again the extinction coefficient. Doing so, r12 and re3 become
purely real numbers and the modulus of the complex exponentials evaluate into cos-functions:
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7'%2 + 7“%3 + 2719793 COS(?deg)
1+ 7"%27'%3 + 712723 COS(?k’ng)

Approximating silicon at 550nm by ng = 4 further assume that the coating is made from a
non-absorbing material with a refractive index of ny = 2, we get 112 = ro3 = 1/9 and and the
reflectivity becomes:

1/9+1/9 4 2/9 cos(2kads)
R 4.13
14 1/9+1/9cos(2kads) (4.13)

The resulting reflectivity oscillates between 0 and 4/11, not exactly the value of 36% we had for
the uncoated interface, but close. Minima are assumed whenever cos(2nskd) = —1 and the first
one occurs for 2kgedy = m. We can thus design an anti-reflection coating (ARC) with minimum
reflection at Ay = 560 nm by applying a coating with do = 70nm and ny = 2. In this example the
minimum is exactly zero because of a coincidence in the numerical values that we chose. In the
general case, eq. shows that zero reflection at the design-wavelength )\g is obtained under
the following conditions for no and da:

narc = (ng-ng)*? (4.14)
darc = (Mo/4) - narc (4.15)

The effect of a single-layer anti-reflection coating is illustrated in figure for the case of
SiO9 which has a refractive index of ny = 1.5. To provide again an anti-reflection condition at
Ao = 560nm, we have to use a thickness of a bit more than 90 nm, but SiOs does not meet the
condition of ng = /n1 -n3. Thus, the reflection at the design-wavelength is clearly reduced with
respect to the bare substrate, but it does not drop to zero.

Unfortunately, a single layer cannot reduce the reflection for all wavelengths, but a broader
spectral range can be achieved by the use of multi-layers. Among the typical ARC materials are
the following: MgF (n = 1.38), SiO2 (n = 1.52), ZrOgy (n = 2.1), TiOy (n = 2.2), CeF3 (n = 1.63).
For solar cells SisNy (n ~ 2.2) and AlyO3 (n = 1.67) are often used. Interference layers are also
important for other purposes:

e Narrow pass filters for optical applications
e Selective reflectors for low emissivity glass and IR reflectors

e Antireflection coatings (ARC) for TV screen, scanners, lenses and prescription glasses, etc.

In solar cells, a second effect is used to reduce the reflection, namely surface texture. When 100-
oriented silicon wafers are dipped in hot KOH or other caustic solutions, anisotropic etching exposes
primarily 111-oriented surfacesﬂ This yields a texture of random pyramids with square base. The
pyramids have a facet angle of 54° with respect to the plane. For perpendicular incidence, the
primary beam arrives on a facet under 54° and reflects in forward direction. Consequently, there
is generally one more incidence on the surface of an adjacent pyramid, and only after this second
incidence the beam reflects backwards into the hemisphere of the source. To treat this case correctly,

3hint: (111) crystallographic planes have higher atomic density compared to (100)
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we’d have to modify eqns. and to take into account the two polarisation directions and
incidence under an angle. After going through all the trouble, it turns out that the polarisation-
averaged reflection is reasonably close to the reflection of the flat surface. If this intensity hits
the adjacent facet, another ratio of R gets reflected, and thus the intensity of the beam after its
double rebound is reduced to R?. This is illustrated by the blue line in figure and the intensity
transmitted into the textured wafer is given by T' ~ 1 — R2.

Overall, the combination of the AR coating and the texture reduces the reflection to less than
10% over the relevant part of the spectrum. For high-efficiency solar cells, there is yet a little
advantage to gain by using a double ARC and working with inverted pyramids, but the fabrication
of the latter requires lithography for the the opening of holes in an etch-mask. In case of multicrys-
talline silicon, anisotropic etching could not be used since there is no prevailing orientation of the
crystallites. Thus, isotropic etching in acidic solution was used to etch hemispheric craters around
the cracks that remained from the slurry-based wafer-sawing process. Generally, the acidic etch
did not reduce the reflection as well as pyramidal textures and since current cell designs generally
use monocrystalline silicon, isotropic acid etching is not used any more.

Note that in the processing of silicon solar cells we use a passivation layer of Si3gN4 on the front
side. As it happens, SigN4 has an almost perfectly matched refractive index for silicon, and since
we are relatively free to vary its thickness, we can get an AR coating for free! Adding an additional
layer to obtain a broader AR effect adds cost to the process and that is why double AR-coatings
are generally not used in cell manufacturing. Likewise, an etching process is anyway needed for the
removal of sawing damage. The etching also create the surface textures that are used for prolonging
the path within as discussed in the next section. Therefore also the AR effect of the texture comes
for free! Many elaborate light scattering structures have been proposed for silicon, but few can
compete with the built-in AR functionality, and none of them made it into production.

4.4 Absorption and generation

The properties of reflection discussed in the previous section were mostly governed by the real part
of the refractive index. In the following, we will discuss how light is absorbed and therefore we need
to look at the imaginary part. We must also sort out which part of the absorbed light is lost by
parasitic absorption in supporting layers and which part actually creates electron-hole pairs. Even
so, a part of the electron-hole pairs can be lost by by recombination as discussed in appendix[D] The
absorption characteristics discussed in the remainder of this section are therefore upper limits to
the actual EQE that we could measure in a solar cell. We can correct the EQE for reflection losses,
the resulting internal quantum efficiency (IQE) gives the probability that an absorbed photon will
create an electron-hole pair. Thus, the IQE is useful to asses parasitic absorption effects within the
cell.

Rather than using x, we will work mostly with the absorption coefficient a. By taking the
inverse of the absorption coefficient «, we obtain the absorption length which is the thickness that
is needed to absorb 63% of the light at a given wavelength. This specific value comes from the
Beer-Lambert law I(x) = Ipe™** where for x = 1/a, the initial intensity decreased to ~ 37%. For
silicon, the absorption length of IR light with energy close to the bandgap easily exceeds typical
wafer thicknesses. In that case, light trapping must be used to enhance the absorption. This is
achieved by textured surfaces that refract or scatter light into oblique angles and thus prolong the
light path with respect to the device thickness.

The method of the infinite sum introduced in figure [4.4] can also be used to model the absorption
in the active part of the solar cell. For simplicity, we start by assuming absorption over the full wafer
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thickness d and we add up the exponentially decaying intensities along the zig-zag movement. Let us
go through it step by step: Figure[4.5showed that we have a primary reflection at the front interface,
therefore we start with a term (1 — Ry) to describe the intensity with which the first forward beam
starts propagating within the wafer. During the forward passage, its intensity decreases by a factor
exp (—ad) and thus contributes an absorption equal to (1 — exp (—ad)). Let us call this term
"fwd”. Next, we have to determine the starting intensity for the backward beam. We already
know how much the beam intensity decayed during the passage, after that we have to multiply
with the reflectivity R, of the rear surface. The backward beam thus starts with an intensity of
exp { —ad} R, which we multiply with the term (1 —exp (—ad)) to describee the contribution to the
absorption during the backward propagation. Let us call this term "bwd”. We are ready for the
next term in the sum. The starting intensity of the next round trip is attenuated by the previous
round-trip which we call ”att”, and starting from this intenstiy, the second trip contributes once
again "fwd 4 bwd” and so forth. Note that the factor "att” contains the reflectivity R to describe
the intensity that is bounced back into the wafer at the front side which is the same as the one
going into the wafer. The starting intensity for every further round-trip simply piles up ever higher
powers of the attenuation factor ”att”.

A = (1-Ry) (1 - e*ad) te R, (1 - e*ad) +e 2R, Ry (fwd + bwd) + ...

att

fwd bwd
= (1—Ry) {(fwd + bwd) att”}
m=0
B (1 — e‘ad) +e R, (1 — e‘o‘d)
= (1—-Ry) { T e‘2adRTRf (4.16)

For the flat wafer this was easy, textures are a bit more difficult. Let us tackle it with a few
idealising assumptions that were first proposed by Deckman and Yablonovitch for the case of weakly
absorbed light [23]. They proposed that that the incident light consists of many parallel beams.
Upon scattering during the transmission of the textured front interface the directions of the beams
get fully randomised. The resulting distribution of directions is called Lambertian and with respect
to the wafer thickness d, a beam propagating under an angle ¢ gets prolonged by a factor of 1/ cosd.
Averaging all path prolongations yields an averaged path length of 2d. Accordingly, in the formula,
we just have to replace every instance of d by 2dE| A second difference concerns the outcoupling at
the front surface. Assuming that the beams returning to the front surface are also fully randomised,
the majority of them will come in under an angle where they undergo total internal reflection and
only a part of 1/ n%l leaves the cell through the so-called escape coneﬂ Thus, the factor Ry is
maintained in the round brackets because it describes the primary incidence from air, but in the
curly brackets it is replaced by (1 —1/ n%z) because there it describes the returning beams in the
infinite sum.

4In reality, the Lambertian distribution is not maintained throughout the absorbing medium and thus the prolon-
gation is less than two. A more rigorous treatment is discussed in appendix

5The original derivation assumed a nano-texture that is smaller than the wavelength, thus it made sense to define
the incident angle of the backwards going beams with respect to the average plane of the textured interface. For the
large pyramidal structures of crystalline silicon we would not expect that the assumption still holds, but surprisingly
it does yield a fairly good description.
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Figure 4.6: Modelled absorption in the bulk for a cell thickness of 200 pm (black lines),
assuming a flat cell with AR coating @ and a cell with AR coating and texture
Coloured lines illustrate 1 — Rprimary (dashed lines, reproduced from fig. and 1 — Riotal
(full lines). Symbols in panel refer to a 280 pm thick PERL solar cell [24].

We can use this result for projecting the efficiency limit of ¢-Si solar cells in appendix [C} To
check it against experimental data, we should still add parasitic absorption in the front of the cell.
We can do this by multiplying a factor of exp (—ady) to the terms fwd, bwd, and att in eq. to
describe an absorbing layer of thickness dy whose attenuation is picked up by each of these terms.
Figure compares the result to experimental data of a 240 pm thick PERL solar cell with a
90nm thick single-layer AR coating of SiOg [24]. The primary reflections of the flat and of the
textured silicon surfaces from figure are reproduced as 1 — Ry in figure For the textured
case, the primary reflection yields a good agreement with the experimental data in the UV and in
the visible range. To match the near IR and specifically at 1200 nm, a rear reflectivity of R, = 5%
was assumed.

The IQE suggests that there is very little parasitic absorption in the UV region because SiOq
was used for its ARC. Later generations of the PERL cell used double ARC with ZnSe to improve
the overall current at the cost of some parasitic absorption in the UV. Losses in the UV can also
occur in cell designs with uniform phosphorus diffusion at the front whereas the the shown PERL
cell uses a so-called selective emitter.

Both cells show a slow decay of the EQE in the the visible and near IR, even though the decay
is much slower for the textured case because of a better ARC. Eventually, the flat cell shows a
strong drop for wavelengths beyond 950 nm whereas the textured cell holds up to 1050 nm. This is
related to the weak absorption by the indirect bandgap of c¢-Si and the enhanced absorption in the
textured cell, underlining the importance of path length enhancement by scattering at the surface
texture.

Light trapping is a combination of path length enhancement and of reduced out-coupling at the
front surface. The latter relies on total internal reflection and above we already argued whether
we can assume this for a textured cell, but we find in figure that the blue characteristics fits
astonishingly well to the measured data of the 280 pm thick PERL solar cell. Nevertheless, for less
perfect devices than the PERL cell, we cannot assume that all of the photocurrent gets collected
and consequently the EQE will differ from the calculated absorption characteristic. Similar to
collection losses by interface recombination at the front, there is also surface recombination at the
rear interface, and there can also be substantial collection losses in the bulk when the diffusion
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length is less than the wafer thickness. For a better assessment of the collection, we have to know
where the carriers are generated, and we have to describe the recombination effects.

The generation profile is the easier part and will be treated in the next section, but for recombi-
nation we first need to discuss different loss mechanisms in chapter 5| and then assess their impact
on the charge carrier collection under operating conditions of the solar cell in the chapter [6]

4.5 Generation rate
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Figure 4.7: Absorption of the spectral photon flux in the AM1.5 spectrum (top panel) in
a 200 pm thick solar cell (bottom left, illustrated for the seven wavelengths represented by

the drop-lines). Integration over the wavelength yields the generation profile G(z) (right
panel).

A rough estimate of the average generation rate can be obtained by dividing the photocurrent
by the device thickness. To do better than that, we start by calculating the incident flux of photons
in the wavelength interval between A and A + A\. It is obtained by dividing the spectral power
density shown in figure by the energy that is carried by photons with wavelengths A. The
resulting photon flux will enter the cell at the front surface and decay exponentially according to
the absorption coefficient corresponding to A. To obtain the spectrally relsoved generation rate
G(z, A), we calculate the difference ®(z, \) — ®(z + Az, \) at the positions = and = + Az, and we
divide this areal density by Ax to obtain a volume density. For an infinitesimal interval Az, this
is simply the negative of the derivative:

Gl \) = —%qm)e—w —B(\) - ae (4.17)

This holds for a semi-infinite slab of material with perfect anti-reflection condition. After the
considerations in the previous section, we can treat the decay more realistically by taking into
account front- and rear reflection of a solar cell with finite thickness:
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ae~ 9% 1 aRTe—a(Qd—a:)

G(I,)\) = (P(A)(l - Rf) 1_ RfR e—2ad

(4.18)

Figure showed that « is large for high photon energies. Thus, highly energetic photons are
absorbed within the first 10 - 100nm. Photons with energy close to the bandgap are absorbed
only weakly, they will transit the complete solar cell and reflect at the rear interface. Thus, more
electron-hole pairs are generated at the front than at the rear of the device. The spectral generation
profile G(z, A) is shown in by the contour plot in figure for the case of a 200 um thick solar
cell. For the generation profile G(z), we still have to integrate over the wavelength range of interest
as shown by the lower right panel of figure The part above the axis break shows that G(x)
is 1 x 1022cm™3s~! at the front and decays to 1 x 10?° cm™3s~! within the first 5 pm. Over the
remainder of the bulk it decays only very slowly to 2 x 10" cm™3s™! at the rear.

In section we will approximate G(x) by a constant value because it yields a comparatively
simple analytic solution, but we should keep in mind that the junction region at the front may not
be described correctly. A better approximation with exponentially decreasing generation rate is

discussed in appendix



Chapter 5

Generation and recombination

Let us assume a semiconductor in dark. For any finite temperature there is a probability to
generate free carriers by thermal excitation across the bandgap. Since the generation of carriers
does not accumulate infinitely, there must be an opposing process which we call recombination. In
thermodynamic equilibrium between the two processes, the product of the electron density and the
hole density is equal to the intrinsic carrier density n;.

n? = nopo (5.1)

The zero in the subscripts indicates conditions of thermal equilibrium. In this case the rate of
thermal generation Gy, will be the same as the rate of recombination Ry, .

G, = Ry, (5.2)

The units of the rates are cm™3s~!. Besides the thermally generated charge carriers, there are

various ways to create additional ones, for example by electric bias, by bombardment with energetic
particles, or by illumination with photons whose energy is higher than the bandgap. Some of these
generation processes create carriers in highly excited states, but in the following we will assume the
carrier populations after thermalisation (c.f. section . Generation will yield carrier densities n
and p that are higher than in equilibrium, but once again recombination will prevent them from
accumulating infinitely. Thus, we find a steady state situation which we express with the excess
carrier densities An and Ap.

no + An (5.3)
= po+Ap (5.4)
np > n? (5.5)

Optical generation is special because the absorption of photons always creates electrons and
holes in pairs, and therefore An = Ap.

will return to the equilibrium value within a characteristic time 7 that depends on the recombi-
nation rate R:

T=An/R (5.6)

o1
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In semiconductors there is a variety of bulk recombination phenomena such as radiative re-
combination, Auger-recombination, and Shockley-Read-Hall recombination. All of these
recombination processes occur in parallel and the resulting recombination rates add up. Expressed
in terms lifetimes associated to the different processes, this allows us to define the bulk lifetime 7:

1 1 1 1
— = + + (5.8)
) Trad TAuger  TSRH

Lifetime measurement Let us look at a situation that is particularly important for silicon.
Assume that we have a slab of material that is illuminated with a known intensity of weakly
absorbed light, for example IR light with 800 - 1000 nm. From figure we can conclude
that this yields a uniform generation rate across the sample. If the illumination is long
enough to establish a steady state condition, we will thus have additional electrons and
holes of a concentration equal to An. They form a plasma of free carriers whose density
can be measured, for example, through its reflectivity for radiation with low energy such as
microwaves or radio frequencies at a few MHz. If we do not extract any carriers, G = R and
eq. (5.6)) allows us to determine the minority carrier lifetime 7. Repeating this procedure for
different illumination intensities, we can distinguish between the recombination phenomena
as explained in the following sections.

We can also determine An for an illumination equivalent to one sun and insert the result in
the definition of the QFLs of eq. . This allows us to project an upper limit for the V.
that we can possibly reach, the so-called implied open circuit voltage iV,.. We can do this
at any time in the process without having to produce an actual device.

5.1 Continuity equations

So far we treated the recombination phenomena as if they were uniform across the full volume.
This is obviously not the case, for example the generation rate is normally not constant. Other
examples are non-uniformities at grain boundaries, or differences in the defect densities between the
centre of a wafer and its borders. To describe these cases, we consider small independent volume
elements within our material, each of them characterised by its own steady state condition. We do
allow the transport of charges from one volume element to another, but on a timescale longer than
thermalisation. Then, the integrated charge density in a given volume element changes over time
by generation and by recombination, and by the flow of a current through its surface. Adding up
all terms and applying a little mathematical manipulationE] we arrive at the continuity equations:

on

% = G—-R,—1/qVj, (5.10)

The most important application of these equations is the derivation of the current voltage
characteristic of the p-n junction in chapter [6]

1For the derivation we have to extend a volume integral over the volume-related terms that describe the temporal
change of the density, the generation, and the recombination. The change associated to the current to and from
adjacent volumes is expressed by a surface integral. Finally, Gauss’s theorem is applied to convert the surface
integral over j into a volume integral over 6} If we look only at the integrands, we find the continuity equations in
their differential form.
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5.2 Radiative recombination

The inverse process of absorption is radiative recombination, i.e. the emission of a photon after
band-to-band recombination of an e-h pair. This process is much more probable for direct bandgaps
than for indirect bandgaps as in the latter case the transition must once again be mediated by a
phonon. The recombination rate Ry,q is given by the following expression:

Ripa =B -np (5.11)

Here, B is the radiative recombination coefficient. For lowly doped silicon it is equal to
Blow =4.73 x 107 em3s71 [25).

Let us assume the case of n-type silicon with a donor concentration Np, such that we can
approximate ng = Np and py = nz2 /Np. We can identify two important limiting cases:

1. Under low injection, we have n ~ ng > An and p ~ An > pg. Then, eq. (5.11)) simplifies
to Ryaq = B - NpAn and the minority lifetime of holes is given by:

1

== 5.12
BN, (5.12)

Tp

Thus, 7, becomes independent of the excess carrier density An.

2. Under high injection, An > Np. In this case, both, n and p can be approximated by An,
and eq. (5.11)) simplifies to R, = B - An?.

1
Tec AT

Ty, = (5.13)

Thus, the minority lifetime 7, is inversely propotional to the excess carrier density.

5.3 Auger-Meitner recombination

The Auger-Meitner effect is a three particle process where the excess energy liberated by recombi-
nation is not used to emit a photon, but to excite a third charge carrierﬂ In a semiconductor, the
third carrier is either a hole or an electron that gets excited into a state far from the band-edge.
From there it thermalises until it reaches again a state at the band edge. Thus, the energy released
by the e-h recombination heats the lattice. The recombination rate for the Auger process is given

byf]

RAuger = Cnn2p + Cpp2 (514)

2The effect was discovered independently by Lise Meitner in 1922 and by Pierre Auger in 1923 [26] for transitions
between the inner shells of atoms.

3The formula applies only to highly doped material where a plasma of free carriers shields Coulomb attractions|27].
In lowly doped material, there is less shielding and consequently Coulomb attraction between the carriers can enhance
the Auger effect with respect to eq. . A parametrisation for Auger recombination over a wide range of doping
and excess carrier densities was proposed proposed by [28], later updated by Richter [29], end eventually further
refined by Niewelt [30].
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Here, C), and C), are the Auger coefficients and the fact that there is a n? in the electron term
(and a p? in the hole term) indicates that two particles are involved. Numerical values for the
Auger coefficients are Cj, = 2.8 x 10731 ecm™%s7! and C), = 0.99 x 10731 em 6571,

Just like for the case of radiative recombination, let us discuss the limiting cases of Auger
recombination in n-type silicon for the two cases of low and high injection:

1. Under low injection, 7, is given by:

1

=" 1
CoVE (5:15)

Tp

Once again, the hole lifetime is independent of the the excess carrier density and assumes a
constant value.

2. Under high injection we obtain:

1

_ 1
T (Cot Cp)An? (5.16)

T =

The sum C,, + C), is also called ambipolar Auger coefficent and the lifetimes vary with the
inverse square of the excess carrier density.

Figure [5.1] shows a log-log plot of the lifetime vs. An for different recombination processes.
Auger recombination is easily distinguished from radiative recombination by its steeper slope at
high excess carrier density. For the relatively low bulk doping chosen for the illustration, the Auger
lifetime according to eq. is reduced by Coulomb enhancement as shown by the dashed lines.
The effect is discussed in more detail in appendix

5.4 Shockley-Read-Hall recombination (SRH)

The recombination via states in the bandgap is normally called SRH recombination because it was
first described in two articles that appeared independently, one by Shockley and Read, the other
one by Hall [31} 32]. States in the bandgap can be classified into dopant states that are typically
closer than 0.1eV to one of the band edges, trap states that are 0.1 - 0.2eV away from the band
edges, and recombination centres that are close to midgap. At room temperature we can assume
that dopant states are always ionized, but When a charge carrier is captured by a trap state, there
is still a chance that it gets excited back into the band. The main effect of trapping into such states
is therefore to slow down the flow of carriers, i.e. to reduce the mobility, similar to the case of
ionized impurity scattering in highly doped samples that is discussed in appendix [B]

When the defect state is closer to midgap, thermal excitation is much less likely and it becomes
more probable to capture a carrier of opposing type. Since this results in recombination and
ultimately the loss of a minority carrier, these states are very detrimental to solar cells and the net
recombination rate Rggry is given by:

Nyvgy, - (np - 7%2)

n+mni)/op+ (p+p1)/on (5.17)

Rsru = (
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Figure 5.1: Dependence of the minority carrier lifetime 7 on excess carrier density An
for Si with bulk resistivity of 2 cm of n-type (blue) and p-type polarity (red). Radiative
emission and Auger excitation are characterised by their typical slopes at high excess
carrier density (the dashed lines illustrates the Auger effect with Coulomb enhancement
that actually applies for the assumed doping concentrations). SRH recombination at a
mid-gap defect is characterised by a transition between two flat regions. Symbols represent
the resulting bulk lifetime.

Here, N, is the density of the recombination centresﬁ and vy, is the thermal velocity of the
minority carriers which is typically vy, = 107 cm/s. The energy level of the state in the bandgap is
denoted by E; and enters into the quantities p; and n; which are defined as follows:

p1 = Nyexp(—(E;— Ev)/kT) =mn;exp (Ep — E)/kT) (5.18)
ni = Neexp(—(Ec — Ey)/kT) = njexp ((E, — Ep)/kT) (5.19)

Let us again discuss the limiting cases for an n-type semiconductor under low and high injection.

1. For low injection we approximate once again n =~ Np > An and p = An > n;, and we
regard the case of a typical recombination centre. This means that E} is close to midgap and
that o, and that o}, are in the same order of magnitude. Then, the denominator of eq.
simplifies massively because we can neglect n; with respect to Np, and we can neglect the
hole-term altogether:

An 1
T Rspn - Nevwop 7 20

2. For high injection we assume not only An = Ap > ng, pg, but also An = Ap > nq,p1, ie.
that the injected minority carriers split the quasi Fermi levels beyond the energy of the trap
state. Then, the recombination rate becomes particularly simple:

4For historic reasons the index ”t” is used for "trap” even though we are dealing with recombination centres.



56 CHAPTER 5. GENERATION AND RECOMBINATION

TSRH = Tp + Tn (5.21)

This means that for our assumption of a deep defect in n-type silicon the SRH lifetime makes a
transition between a constant value of 7, to another constant value of 7, +7, as shown in Figure
If assume p-type silicon with the same limiting lifetimes, the transition is from 7, to 7, + 7,,, which
means that the lifetime starts out already from a much higher value and then improves only by
a barely visible amount to the same sum of 7, + 7, at high An. In appendix |E| we discuss SRH
recombination in more detail and we will see that in case of shallow levels with strongly asymmetric
cross sections the characteristic can even turn downwards.

To give an idea of the impact of defect recombination, let us assume a defect state close to
midgap with a capture cross section of o = 107!% cm? which is representative for typical metallic
contaminants such as iron. For a defect density of Ny = 10 cm™3, i.e. less than a ppb, the bulk
lifetime is already reduced to less than 10 ps.

5.5 Surface recombination

The recombination phenomena discussed so far applied to the bulk. A different recombination
mechanism is associated with the surface or, more generally, with an interface. In both cases the
abrupt ending of the crystal lattice can lead to a high number of unsaturated bonds. In covalent
semiconductors like silicon, these dangling bonds often form electronic states within the band gap
that act as efficient recombination centres.

We define the surface recombination velocity S (SRV) to link the net recombination rate Ry at
the surface to the excess carrier density Ang at the surface:

R, = SAn, (5.22)

This is similar to the definition of bulk recombination, but since R, has units of [cm*2 sfl]
whereas Ang is measured in [em ™3] in the semiconductor bordering on that surface, S must have
the units of [cms™!], i.e. of a velocity and not of an inverse time. Despite the unit, S is simply
a measure of recombination at the surface and it should not be mistaken with the velocity of the
carriers anywhere in the device or close to its surface. The recombination rate at the surface can be
defined in analogy to the Shockley-Read-Hall theory for the bulk recombination (see section [5.4)),
the only difference is that the trap density N; is replaced by an interface trap density D [cm™?]
and the carrier densities in the bulk are replaced by the densities ns; and ps at the surface.

vin Dyt (nsps — n?
R, = th /it ( sPs 1) (5.23)
(ns +n1) fop + (ps + p1) /on
There are special cases for which the recombination velocity can be approximated by a specific
expression:

1. Assume an n-type semiconductor with a mid-gap defect (E; = E%) and a flat band condition
such that the excess carrier density at the surface the same as the one in the bulk. Thus,
ns ~ n and for a case of low injection n > An = Ap > p, we find the following for the SRV:

Sy, = opupDy (5.24)
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2. Alternatively, in case of strong band bending, the carrier density at the interface is different
from the one in the bulk. Such a situation can arise through fixed charges at or near the
surface, and normally we don’t know the values of n, and n, (c.f. appendix . In that case,
often an effective surface recombination velocity Seg is defined for a position x = d within the
semiconductor for which can still assume An(z = d) = Ap(x = d).

Ry(n,p)
S = —— 5.25
eff An(z =d) (5.25)
The location of d is normally a position in the bulk just before the start of the band bending
associated to surface effects. In a way this is similar to the description of the p-n junction in
chapter [6] where we use the values of An just at the edges of the space charge region.

There are two main strategies to reduce the surface recombination. The first is called chemical
passivation and works by reducing the density of defect states at the surface by covering it with
a material that will saturate the dangling bonds. For silicon, the most effective passivation is a
monolayer of hydrogen, but it is not very stable in ambient conditions. A more stable alternative
is a carefully deposited layer of amorphous silicon whose hydrogen content reduces D;; to 1 x 109 -
1x 10 cm™3. Another passivating material is a layer of silicon-oxide, especially with an additional
hydrogenation treatment. The second method is called field effect passivation and works by repelling
one type of charge carrier from the surface. Typically this is achieved by applying a dielectric
passivation layer that contains fixed charges. For silicon, SiN, and AlyO3 are frequently used; the
former contains positive charge with density up to @ ~ 1 x 102 cm™! and is therefore used to
passivate n-type emitters. The latter contains negative charge with even higher densities up to
Q ~ 1x 102 cm™"! and is therefore very successfully used to passivate p-type regions. A drawback
of dielectric passivation layers is that they are insulating. Thus, they require either localised contact
openings, or they must be very thin for majority carriers to tunnel through.

With these passivation materials the values of S are 0.1 - 1000 cm s~ for the case of low doping.
However, on the surface of an n-type emitter with typical surface doping concentration of Np ~ 1 x
1020 cm™3, Sp of an oxide passivation layer is increased up to 1 x 10* - 1 x 10° cms—!. For metallic

contacts, typical values of S are 1 x 10% - 1 x 10" cms™!, and in most cases they are simply assumed
infinite [l

5.6 Effective lifetime

The joint effect of recombination phenomena in the bulk and at the surface can be described by an
effective lifetime.

1 1 1
_ 1.1 (5.26)
Teff Tb Ts
1 1 1 1
= + +— (5.27)

Trad TAuger TSRH Tsurf

5The contact between silicon and aluminium is a special case since Al is also a dopant. When such a contact is
annealed, Al intermixes with the wafer and creates a highly p-doped region. In this case, we revert to the definiton
of an effective surface recombination velocity at the interface between the wafer and the highly doped region rather
than SCR of the Schottky contact (c.f. appendix .
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Figure 5.2: Illustration of a n-type semiconductor in dark with unique Fermi-level (a)
and quasi Fermi-level splitting in case of a uniform generation rate (b). Strong surface
recombination in a semi-infinite configuration will decay An to a reduced value at the
surface (c), whereas strong recombination at both surfaces and H < L, yields low An
across the full wafer. Panels (e) and (f) illustrate how surface passivation can maintain
higher An at the surface and thus also in the bulk of a thin wafer.

To determine the contribution of the surface to the effective lifetime, we consider that surface
recombination is fed by a current of minority carriers that flows from the bulk to the surface.

Jjs = qSAn (5.28)

Thus, we have to use the continuity equations defined in section and find a steady-state
solution for the spatial variation of the carrier density and the resulting flow of current. For
the example of a n-type wafer, figure illustrates that the carrier density will globally decay
exponentially with the diffusion lentgh L, of the minority carriers like exp (—x/L,) and without
going into further detailﬁ two important limiting cases emerge:

1. For the case of a badly passivated surface with very high SRV, figure [5.2illustrates that most
of the minority carriers will reach one of the two surfaces and recombine there. In such a
case, the surface lifetime 7, can be expressed purely in terms of the sample thickness H and
the minority diffusion coefficient of the minority carriers, in this case D,,.

£ (%)° (5.29)

Ts =D,

5The relevant equations are derived by Kousik |33], limiting cases for practical use are described by Sproul [34].
A more critical analysis of the time-dependent equations and their applicability to the steady state can be found in
the articles of Brody [35] and of Anfimov [36].
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For example, assume an n-type wafer and S = 1 x 10" ecms~! which is a typical value for the
interface between silicon and a metal. For a typical doping concentration of 1 x 106 cm ™! we
have a minority diffusion coefficient D, ~ 10 cm?s™!. Then, eq. predicts 75 &~ 10 ps for
a 300 pm thick wafer whereas the bulk lifetime for the assumed doping concentration could be
as high as 2.7ms. This means that the effective lifetime is completely dominated by surface
recombination, regardless of the bulk quality. Our only hope to retain higher effective lifetime
would be to use a wafer thickness larger than the diffusion length, but for the assumed bulk

quality this would more than 1.6 mm.

2. In solar cells we are hopefully dealing more often with the case of good surface passivation.
In this case, we find that 7, is defined in terms of the wafer thickness H and the SRVs at the
front and and at the rear:

H

e — 5.30
Sfront + Srear ( )

Ts

Assume the same n-type wafer as above, this time passivated on both sides with SiN, with
a surface recombination velocity of 50 cms™!. In this case, eq. predicts 75 &= 300 ps for
a 300 pm thick wafer. Applying this type of surface passivation to a multicrystalline wafer
would be a bit of a waste as typical bulk lifetimes of this material are lower, but for our
n-type wafer with bulk lifetime of 2.7 ms we’d still be limited by the surface and we’d better
find a better surface passivation whose .S;, is 10 times lower.

The definition of the surface recombination rate is essentially the same as the one of SRH
recombination in the bulk and thus they cannot easily be distinguished by their dependence on
the excess carrier density. However, if we apply the same surface passivation to wafers of different
thickness, the dependence of 75 on the wafer thickness H in eqns. and can be used to
separate bulk and surface effects [37] 29].

5.7 Conclusion

Radiative recombination is the most fundamental recombination mechanism that cannot be avoided
and it is at the heart of the Schockley-Queisser efficiency limit. Recent GaAs cells start getting
close to this limit, for silicon solar cells it is usually not relevant.

Auger recombination is important at high doping and high injection as the lifetime is proportional
to the inverse square of the doping concentration or the excess carrier density. It can become
important for concentrator applications, and it limits the theoretical efficiency of silicon to values
much below the Schockley-Queisser limit.

In contrast to the two intrinsic (unavoidable) recombination processes mentioned above, SRH
recombination is extrinsic. This means it is avoidable e.g. by using highly purified material. It is
less sensitive to the doping concentration or the excess carrier density, but mainly depends on the
concentration of defect states, the ratio of capture cross-sections for for electrons and holes, and
the position of the trap level within the bandgap.

Finally, surface recombination applies to all types of solar cell, but it is a particular issue for
semiconductors with long diffusion length such as silicon. It gets more important as bulk quality
and the diffusion lengths increase whereas cost considerations call for ever thinner wafers. It is
also unavoidable as sooner or later we have to extract the current with metallic contacts. Since
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metals have a unique Fermi-level with An = 0, the splitting of the quasi-Fermi levels must somehow
collapse from its value in the semiconductor to An = 0 at the interface. In eq. this means
that S of the metallic contact tends to infinity and it is actually a major difficulty to accommodate
this fact in our cell design.

In order to reduce surface recombination, we can passivate the surface and open only small areas
to extract the current. Recombination at remaining contact areas is still unavoidable, but it can
be reduced by modulating the doping concentration; beneath the passivated areas, doping can be
reduced to the minimum that is needed for lateral transport to the contact fingers. Additionally,
this reduces the parasitic absorption by the free carrier plasma and also Auger-recombination.
Beneath the metallic contacts, doping can be increased to ”shield” footnote The decay from the
bulk value of An to An = 0 at the metallic contact typically happens over a diffusion length L. In
the highly doped region underneath the contact, L is drastically reduced with respect to the bulk
value, and thus the effect of S = oo is "shielded”. the solar cell from recombination and also to
establish a good electric contact with low contact resistivity. This concept was used in the ”point
contact solar cell” [38]. In appendix we discuss the concept in more detail and we illustrate it
with some experimental data.

finger “inverted" pyramids

" /
3% /

p-silicon

rear contact oxide

Figure 5.3: Design of a PERL cell with SiOs passivation, local openings for the metallic
contacts, and localised diffusion of the p-contact (reference: www.pveducation.org, [24])

Localized front contacts were also used in a design called ”passivated emitter solar cell” (PESC)
. The localisation was later extended to the rear in a design called ”passivated emitter and
rear cell” (PERC) and eventually extended with enhanced doping concentrations under the
contacts in a cell design called ”passivated emitter with rear locally diffused” (PERL). Figure
illustrates that this cell type employs increased doping underneath the fingers of the metallisation
and passivating oxide layers everywhere else. This concept is often called ”selective emitter”.
Likewise, the rear contact is localized to small spots that connect to regions where the doping
concentration is enhanced by locally diffused regions whereas the rest of the rear surface is covered
by a stack of a passivating layer and the rear metallisation.The enhanced doping close to the rear
contact is often called "back surface field” (BSF), regardless whether it is localized or applied to
the full area.

We finish by mentioning that recent cells designs employ so-called ” passivating contacts” where
additional layers between the wafer and the metal ensure the passivation of the wafer surface while
they establish the electric contact at the same time. These are discussed in chapter
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Chapter 6
The p-n junction

When a p-doped and an n-doped semiconductor are in contact, they form a p-n junction and the
property of allowing or blocking the flow of current is a key to the operation of electronic devices.
Generally a solar cell contains a p-n junction, and in dark it is nothing but a diode. In the following,
we will develop a theoretical description of the p-n junctions in solar cells, going step by step from
the idealised case of a junction between two semi-infinite semiconductors in dark towards a finite
cell structure under operating conditions.

6.1 The infinite p-n junction in equilibrium

In this section we are dealing primarily with the properties of majority carriers. Let us assume
we have two semi-infinite slabs of material with different doping, i.e. n-type material to the left
and p-type material to the right. Upon joining the two materials together, free electrons in the
n-type material will are free to diffuse across the junction. As the electron density in the p-material
is much lower, fewer electrons will diffuse the other way. Effectively, there will be a flow along
the the concentration gradient. Likewise, the holes from the p-type material will flow along the
concentration gradient in the opposite direction. Generally the two types of charge-carrier will
recombine when they meet at the interface. As the carriers move towards the interface, they leave
behind the ionised cores of their dopant atoms. Thus, a field builds up between the positive cores
in the n-doped region and the negative cores in the p-doped region. Consequently, free carriers do
not only feel the diffusion gradient, but also the electric field. In steady state, the diffusion currents
jgi’g associated to the concentration gradients exactly balance the drift currents jggﬁt within this
field. It turns out that not all carriers of the two semiconductors take part in this process, but only
those from a small region which extends to both sides of the interface. This region is called space
charge region (SCR) because of the charge of the ionised dopants. Beyond the space charge region,
the charge of the dopants is compensated by the one of the free carriers, therefore these areas of
the semiconductors are neutral.

In order to describe the junction, we restrict ourselves to a junction in 1D along the z-direction
and we make use of the depletion approximation which is based on two assumptions.

1. Full ionisation: This means that Np+ = Np and Ny- = N4. Denoting equilibrium conditions
by a zero in the subscripts, the carrier densities are given by the following equations.

2
U

Np

n-region: npo= Np ppo=
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2

-region: =Ny ny,o=—+

2. Abrupt boundaries: This means that there is a sharp transition between the n-type and p-
type regions and also sharp transitions from the fully depleted regions of the SCR and neutral
regions beyond.

With n-material to the left and p-material to the right of the origin, the charge density of the
SCR is approximated thus by a step-wise function:

0 T < Wy

+q-Np w,<z<0

p(z) =
—q-Nyg 0<z <w,p

0 wp < T

The charge density is illustrated in panel a) of figure We can insert this into the Poisson
equation d’®/dz? = —p/eey and integrate once to obtain a linear variation for the electric field
E (:n)H The field is zero in the neutral part of the n-material up to x = w,. From thereon, the
field increases linearly to a maximum value value at 2 = 0. It must connect continuouslyP] at the
interface, and it decreases linearly in the p-material. Eventually, the field becomes zero at z = w),.
Charge neutrality requires Np - w, = Ny - wp.

We can integrate once more to obtain a piecewise parabolic variation for the electrostatic po-
tential ®;(x) which is illustrated in panel c) of figure Note that in electrostatics a potential is
defined by they way that a positive charge would move; here, it would move away from the positive
charge of the ionised donors in the n-region towards the negative charge of the ionised acceptors in
the p-region as illustrated by the direction of the arrows in panel b).

Next, we define the built-in voltage V3; by the following potential difference:

Vi = ®(wy) — B(w,) = %%(ND cw? + Ny -w?) (6.1)

Here, w,, and w, add up to the total width of the SCR w. If the two materials of the junction
are differently doped, a proportionally larger part of w extends into the region with lower dopingﬁ

2¢€q Ny
\/ ¢ Np(Na+Np) (62
2e€q Np
w = . Vi 6.3
P \/ q¢ Na(Noi+Np) ° (6:3)
2¢eg N4+ Np
w = — Vi 6.4
. NN, (6.4)

!The result is the z-component E,(z) of the electric field vector. Embedding this into 3D-space, we could write
E = E.(z) - é..

2Continuity of the field can only be assumed for a homo-junction without interface states. Junctions between two
different materials generally form interface states which can capture free carriers as discussed in appendix

3In silicon solar cells, the donor concentration of the n-region is usually much higher than the base doping of
the wafer. Assuming a one-sided junction, we find w, ~ 3.5um for N4 = 1 x 10" cm™3 and w, ~ 350nm for
Na=1x10"%cm™>.
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Figure 6.1: Spatial variation of the charge density (a), the electric field (b), and the
electric potential (¢) of a p-n junction in equilibrium (n-material to the left).

In semiconductors, the vacuum level is defined by ®,,. = —®.;. Thus, the electrostatic potential
of figure ¢) has to be flipped vertically. Additionally, we have to multiply with ¢ if we want to
to relate it to the band bending in terms of energy as shown in figure a)ﬁ

In equilibrium, the drift current associated to the band bending is opposed and exactly balanced
by the diffusion current which is directed from high towards low concentrations. The bending of
the bands is associated with Vj;, the built in voltage. In the derivation above it was just a value
emerging as upper boundary of an integration, but now we can give it a value from the Fermi-level
positions with respect to the intrinsic level F; according to eqns. and ﬂ

NAND) (6.5)

qVyi = q¥p, +q¥, = kT In < "

i

For typical doping concentrations, we obtain:

“In a heterojunction, we join materials that have different values of x and E,, thus giving rise to a conduction
band offset (CBO) and a valence band offset (VBO).
% Alternatively, we can use eqns. (3.14) and (3.15), using Ec — Ev = E, and n? = Ny Nc exp —(E,/kT):

n Np Na N4 -Np
@Vii = B} — E% = (Ec+lenN—C> _ (Ev-i—lenN—) — }Tn (T)

4 i
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Figure 6.2: Spatial variation of band-bending (a), and carrier densities (b) of a p-n
junction in equilibrium (n-material to the left).

Np~Ns~10"%cm® = W, =0.730V
Np ~10"® and Ny ~10%cm® = V,; =0810V

Figure b) shows that the carrier densities vary by several orders of magnitude across the SCR.
We can describe this variation by expressing the equilibrium between diffusion- and drift-currents.
For electrons we have the following:

dd dn
qnpm s = —qnjin - = —an%
kT d
awp = =2
q n

Here, we used the Einstein-relation D,,/u, = kT'/q. The solution of the differential equation is
easy, and we can use the borders of the SCR as limits of the integrals:
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kT
O (wp) — O(—wy,) = ” In ZL’E
n7
Vi
Np,0 = N0 €XP (—%ﬂ;) (6.6)

It tells us how much a given voltage difference reduces the majority carrier density along a region
with band-bending, completely independent of the functional relationship of the band bending. In
the example above, the band-bending extends over V;; and the electron density varies from n, o on
the n-side into n, o which is actually a minority carrier density since we crossed the junction. An
analogous equation is obtained for holes, and these two simple equations will serve as entry-point
to the description of the junction under electrical bias in the next section.

6.2 The infinite p-n junction in dark and under electric bias

The properties of the p-n junction become a little more interesting when we apply an electric
bias voltage V. Let us take eq. as starting point and simply replace V4; by Vi — V. Apart
from changes in the band bending, the following will primarily impact the minority carriers. We
distinguish three possibilities:

1. rev, V < 0: The case of reverse bias is shown on the left side of figure [6.3] It takes place
when the p-side is polarised negatively and the n-side positively. Thus, the built-in potential is
increased and according to eq. the SCR is widened. Figure shows that the minority
carrier densities in the neutral regions actually drop below the equilibrium values. This
means that we extract the minority carriers, but we can extract minority carriers only as fast
as they are replenished by thermal generation, regardless of how much reverse bias we apply.
The maximum we can draw is the reverse saturation current density jo and we call this the
blocking direction.

2. fwd 0 < V < Vj;: The case of forward bias is shown on the right side of figure It refers
to a situation where the p-side is polarised positively and the n-side negatively. This reduces
the built-in potential and thus narrows the depletion region according to eq. . The term
”forward” means that the p-n diode becomes conductive. Physically, this is related to an
injection of majority carriers into the SCR (electrons into the n-side, holes into the p-side).
As they propagate across SCR, their density gets reduced according to the reduced potential
and at the junction at x = 0, they even become minority carriers. Nevertheless, at the far end
of the SCR their density is sill above the value of thermal equilibrium. Thus, they get injected
into the neutral region where they continue to propagate for some time until they recombine.
The current that is flowing under forward bias is therefore a recombination current, but it
is still related to the diffusion of minority carriers. Different from the previous case, we do
not need to wait for thermal generation, but we can inject and recombine as many carriers
as we want. Therefore, the current density does not saturate in forward direction, but grows
exponentially with the applied bias.

3. fwd V > Vj;: In this case, the width of the depletion region according to eq. would
become imaginary which is physically not meaningful. The reason is that the depletion ap-
proximation cannot be used for this case any more, but we have to solve the Poisson equation
for a situation of carrier accumulation, similar to the procedure outlined in appendix
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Figure 6.3: The p-n junction in dark under reverse bias (left) and under forward bias
(right). The upper panels illustrate the band-bending and the splitting of the quasi Fermi
levels, the lower panels represent the resulting carrier densities for typical doping concen-
trations in silicon (width of SCR not to scale).

Setting aside the third case, we will now describe the first two cases in terms of the minority
carriers. To determine the current-voltage characteristic we calculate the minority carrier densities
at the edges of the SCR with the help of eq. , but using Vp; — V. Then, we determine the
spatial variation of the minority carrier density by solving the diffusion equation. Subsequently, we
take the first derivative according to eq. to obtain the current density. We can do this more
easily by making the following assumptions:

1. Depletion approximation: We continue using the depletion approximation introduced in
the previous section for the design of the band diagram of the unbiased case in figure [6.2
The biased case behaves similarly, reverse or forward bias simply widens or shrinks the SCR
as shown in in figure [6.3

2. Low injection: We assume that the injection at the edges of the SCR is negligible with
respect to the majority densities at the external contacts far away from the junction. Thus,
the Fermi level for electrons is defined by the donor concentration in the n-region and the
Fermi level for holes is defined by the acceptor concentration in the p-region. We assume that
the Fermi levels remain flat throughout the neutral regions which means that we carry the
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external bias all the way to the edges of the SCRH We have thus two different Fermi levels at
the edges of the SCR. This means that there is no thermal equilibrium any more, but instead

we have a steady state of flowing carriers. The deviation is expressed by defining quasi Fermi
levels (QFLs).

3. No recombination and no generation in the SCR:. This assumption is justified by
the fact that the diffusion length of the minority carriers is normally much larger than the
width of the SCR. Consequently, they can transit the SCR without significant changes due
to recombination. Similarly, we may also neglect the thermal generationm

4. The carrier densities n and p are described by the variation of the potential .
This allows us to express the densities of the carries across the SCR as illustrated in figure[6.3
For example, let us look at the density of electrons. On the left side, of the SCR it is given
by the equilibrium value of the neutral n-material, i.e. n,. At the right side of the SCR, it
gets reduced according to the drop of the potential across the SCR. The resulting densities
are illustrated by the open circles. In the band-diagram, this is encoded by the simple fact
that we kept the QFLs flat across the SCR.

Depending on the applied bias voltage, these value are either lower (rev) or higher (fwd)
than the equilibrium densities of the minority carriers that are denoted by the dashed lines.
To maintain these non-equilibrium values of the carrier densities, we have to continuously
extract (rev) or inject (fwd) minority carriers from or into the neutral region in a situation
that we call steady state. Moving from the boundaries of the SCR into the neutral regions,
the minority carrier densities will eventually approach the dashed lines, either from below
(rev) or from above (fwd).

In the following, we consider electrons, but the same considerations hold for holes. We can
easily express the density of electrons at x = w), with eq. by replacing V4; with V4; — V. For
extraction under revers bias, V' < 0; for injection under forward bias V' > 0. Thus, n denotes the
electron density with applied bias V', and ng is the equilibrium value for V' = 0. Usually we are
interested in the density of injected (or extracted) carriers, i.e. An =n — ng which is given by:

Vi — V Vi
An(wp) = mnpoexp <_q(ka)> — Np,0 €XP <—qk;: >

s (25 (o (22 1) @)

Tp,0

A similar relation holds for the holes in the n-region. Expredd in terms of flat QFLs across
the SCR, the relevant Fermi level for electrons at w, is the light-blue one which is higher by a
value of ¢Vy,q (lower by ¢V.,) than the orange one, i.e. the position of the equilibrium Fermi
level without bias. Accordingly, the charge carrier densities are increased (decreased) by a factor
of exp{qVhias/kT}. The non-equilibrium densities are indicated by the open circles in figure [6.3|b).

5This may not seem very intuitive, but we can illustrate it with a small numerical example: Let us take a typical
current density, say j,n =~ 40mA cm™? of a silicon solar cell. The conductivity of the neutral bulk region is easily
obtained from o = pep,, using p = Na ~ 10*® cm ™2 and a hole mobility of ca. 400cm®?V~!s™!. From j = oF we
obtain a field of 0.06 Vem™*. Across a wafer thickness of 200 pm this is a potential difference of only 1.2mV.
"Later in this section we will assume photogeneration which cannot be neglected.
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Next, we calculate the spatial variation of the electron density in the p-region with the help of
the continuity equation for electrons, eq. (5.9)). For steady state and darkness, we find On/0t = 0
and G = 0, and thus we to obtain:

_din

R, =
9 dx

(6.8)
The recombination term R, is replaced according to eq. (5.6, and we express j, as a pure
diffusion current according to eq. (3.42)), assuming a constant diffusion coefficient D,,.

2
an% = qu:p’O) (6.9)
This is an inhomogeneous differential equation of second order. The homogeneous solution
contains an exponentially increasing and an exponentially decreasing term. We can immediately
discard the former one as it does not yield a physically meaningful solution for x — oco. Finding
a particular solution is easy, it is simply the inhomogeneity itself. Applying the injected carrier
density of eq. as boundary condition at x = wj,, we obtain:

Vv _
n(V,z) =npo <exp <ZT> — 1) - exp <pr a:) + npo (6.10)

The solution approaches the equilibrium density n, o either from above (injection under forward
bias), or from below (extraction under reverse bias)ﬁ In both cases, the decay constant is governed
by L, = (D,m,)"/?, the diffusion lengthﬂ

The figure [6.3] is helpful to clarify a common misconception about the function of the field.
Based on the upper panels it would be inviting to claim that the field across the SCR pushes holes
to the right and electrons to the left. Looking at the lower panels, it becomes immediately clear
that a movement of holes from left to right is opposed by a strong concentration gradient, and the
same is true for a movement of electrons from right to left. Across the SCR, the drift current in
the field is exactly balanced by the diffusion current due to the concentration gradient. As a result,
net flow of charge carriers must be expressed through both, the gradient of the potential and the
gradient of the concentration. The two can be combined into the gradient of the Fermi-levels, more
precicely the quasi Fermi-levels. Consequently, the only regions were the minority currents flow are
those with gradients of the QFLs in the neutral part of the semiconductor close the SCR. In case
of reverse bias there is flow of holes from the n-region towards the SCR, alas only very few carriers
are involved. In case of forward bias, there is a flow of holes from the SCR into the n-region. To
find an expression for the diffusion current of the electrons in the p-region, we apply eq. :

. dn(V,x qD,n 1% Wy — T
in(V,z) = —qDy, (d$ ) _ 7 P.0 (exp <(éT> - 1> - exp <’”L) (6.11)

8Note that there is a small inconsistency here: Outside of the SCR, we assumed neutral regions where the majority
concentrations are unchanged, but now we inject (or extract) minority carriers. Even if can neglect the minorities
against the majorities, we should still refer more correctly to quasi neutral regions.

9The diffusion length depends massively on the doping through both, the lifetime 7 and the diffusion coefficient
through its dependence on the mobility D = ukT/q. The impact of doping on the minority-lifetimes is discussed in
chapter [f] the dependence of the minority carrier mobilities on doping is discussed in Appendix [B] As example, for
a majority acceptor concentration of N4 = 10*® cm™3, D,, and D, are 28 and 11 cm?s™ ", respectively.
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A similar expression describes the hole-current in the n-region. The spatial variation of j,(z, V)
and jp(x, V) is shown in figure The diagram is constructed as follows:

1.

With our approach above, we calculated the the minority carrier densities in the quasi neutral
regions adjacent to the SCR. These are are represented by the thin lines.

. Since the drift- and the diffusion current of the equilibrium conditions are compensating each

other, we have only the injected (or extracted) current densities jy(z) and j,(z) across the
SCR. Both of them are constant between w,, and 4w, because we assumed that there is no
generation and no recombination in the SCR. The constant levels must connect continuously
with the minority current densities at the respective ends of the SCR.

. The total current density does not change throughout the whole of the solar cell, thus j =

Jn(2) + jp(x) = const for all z. Since the current densities are constant across the SCR,
we can simply use the values that we calculated for the left and the right end. Thus, j =

Jp(Wn) + Jin(+wp).

. Finally, majority current densities never came into play, but we could calculate them now by

the difference between the total current density and the minority current density (denoted by
the thick lines that mirror the thin lines of the minority current densities).

+ - . +
|
¢ ¢
J4 j'\/ jfwd:jn +jp
0 Wy 0 Wy, R
jn_) X - jp(_
Jp =
N Jn <

0 N

Jrev =Jn T jp -
WTI 0 Wp X
Figure 6.4: The contributions of hole- and electron-current under reverse (left) and
forward bias (right). They add up to the to the total current which is constant across the
junction.
Coming back to the total current density, we find:
. . . qupn,O annp,O qV
HV) = ) i) = (TP 4 A28 ) (o (47 -1
. ) qV
- (]O7n + J()’p) <eXp (kﬂ—') - 1> (612)
N————
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Here, we defined jo, and jo, which we call saturation current densz’tieﬂ They describe the
transport of the minority carriers, i.e. the one for the n-region contains the properties of holes,
namely the equilibrium hole density pno, the hole diffusion constant D, and the hole diffusion
length L,. Likewise, jo, for the p-region contains properties of electrons.

As the doping concentrations are normally better known than the equilibrium values of the
minority carrier densities, jg is most often expressed as shown below:

D D,n? 2 IpD

jom = L zpn,o:qL%% :(j\?z | Zp (6.13)
P piVD D\ Tp
D D, n? 2 D

jop = onle0 I I [ (6.14)
Ln LnNA NA Tn

We saw in the introduction that the saturation current densities should be as small as possible
in order to obtain high V,.. This can in principle be achieved through each of the individual

parameters in eqns. (6.13)) and (6.14]), except g.

The most obvious parameter to vary is the doping concentration in the denominator. Figure|6.5
shows that this works well for low doping concentrations as jo, and jo, decrease with a slope
equal to —1 in the double-logarithmic plot. However, the trends stops at dopant concentrations
of about 1 x 10'%cm™3. An explanation for this behaviour is the onset of Auger recombination.
If the doping is increased further, eq. (b.14) states that the lifetime 7 is inversely proportional to
the square of the doping concentratio As the expression for jy contains the lifetime within
a square-root, the dependencies should cancel. This is illustrated by the dashed characteristics
which are (almost) flat. In reality they continue to decrease slightly since the diffusion coefficients
decrease with increasing doping.

Unfortunately, this is not the end of the story because high doping concentrations reduce the
value of the bandgap and thus increase n?. With the inclusion of this effect, the jo characteristics do
not flatten at high doping densities, but they actually increase. In figure the slope to the right
indicates a proportionality to the square-root of the doping density. Details of bandgap narrowing
are discussed in Appendix [B]

Another handle for low jy would be to lower the mobility, but obviously this is not a strategy
we would like to employ because we have to transport the minority carriers over the thickness of
the wafer. A more successful strategy is the use of crystalline materials with high quality and thus
high lifetime.

We discussed the impact of doping for the case of silicon, but the underlying principles apply
also to other semiconductors. This brings us the remaining term, the intrinsic carrier density n?.
As it depends exponentially on the bandgap, it has a significant impact on jy. For example, in Ge,
Si, and GaAs with their respective bandgaps of 0.8, 1.1 and 1.45eV, n; ~ 103, 10'° and 10° cm~".
Besides the dependence on the bandgap, n? also varies exponentially with the temperature. This
translates into a linear variation of the V,. with temperature, suggesting that we should avoid high
operation temperatures.

0For historical reasons, the p-type wafer of silicon solar cells is often called base in analogy to transistors. Ac-
cordingly, the n-type region at the front of is often called emitter and its saturation current is often denoted by jo,e
instead of jo n.

1The Auger effect would yield very high lifetimes at low doping concentration, but even very pure material is
generally limited by a bulk recombination effect; here we assumed an upper limit of 50 ms [29].
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Figure 6.5: Dependence of the saturation current density on doping density. Red and
blue curves refer to p-type and n-type material respectively. Dashed lines illustrate the
behaviour with Auger recombination, but without band gap narrowing.

6.3 The infinite p-n junction cell with uniform generation

In case the junction is illuminated, photons with sufficient energy can excite electrons from the
valence-band to the conduction-band, i.e. absorption creates additional electrons and holes. To
keep the treatment simple, we start with a generation profile G that is constant throughout the full
device. Under steady-state conditions this will yield an excess carrier density An = G7 for which
we assume low-injection, i.e. that An is less than the doping concentration. Thus, it is sufficient
to keep track of the minority carriers even though electrons and holes are generated in pairs. After

generation somewhere in the neutral region, the minority carriers move around by diffusion until
one of two things happens:

1. After a duration equal to the lifetime, they recombine with a majority carrier. This is not
exactly what we want.

2. They diffuse across the junction and become majority carriers on the other side. In that case,
they are less prone to recombination and there is a good chance for them to be collected (we
assume an infinite cell with ideal contacts for the time being).

The current density under illumination is calculated the same way as the one in dark: For
electrons in the p-region we start once again with the continuity equation, eq. , but now with
a generation term G = const. Then we apply the boundary conditions to determine n(z) in the
p-region, and finally we determine the diffusion-current density by taking the first derivative. Let
us start with the continuity equation under steady state with recombination and generation:

d’*n
n@ = Rn G
d*n n Np.0 G

B — 6.15
dz? D,7, D,m, D ( )
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The constant generation rate GG can easily be integrated into the particular solution. As boundary
condition at x = w, we use once more the density of electrons that gets injected by the bias voltage
according to eq. E The second boundary condition at + — oo is n = n,9 + G7. Thus we
obtain the following profile for the carrier density:

n(x) = [nno <exp (Z;) - 1> - Grn} - exp <pr_ x) +npo+ GTy (6.16)

We can easily carry out the derivative to find the current density for electrons in the p-region
at x = wy:

V) = o (o0 (45) ~1) - 6L, (6.17)

With respect to the cell in dark, there is an additional term of —¢GL,, which represents the
photocurrent. Looking more closely, we see that we do not collect all carriers, but only those that
are within a diffusion length of the SCR. For a real solar cell, we can immediately conclude that
the minority diffusion length should be larger than the absorption length of light. In case of silicon
where the absorption length of IR light is larger than the wafer thickness, we find that the diffusion
length should also be larger than wafer thickness. We can achieve this by using single-crystalline
material with a low concentration of dopants and impurities. For poor material quality such as in
the case of some thin film solar cells, we can use an electric field across the active layer to drive
the carriers towards the contacts by drift, but we can no longer solve the equations analytically for
this case; see chapter 11 on thin film solar cells.

The total current across the junction is once again determined by adding the values of the
minority currents at the edges of the SCR with one little difference; according to our assumption
GG = const, there is now generation also within the SCR. We assume that all of these carriers are
collected, thus the SCR contributes a current jscr = ¢G - w. Finally we obtain a diode equation
very similar to eq. , but with a shift of j;, along the axis of the current-density:

i) = o (exp <Z¥> - 1) i (6.18)

The difference j, is given by the sum of three contributions:

Jjr = qG(Ly,+ Ly+w) (6.19)

The fact that eqns. (6.12)) and (6.19) differ only by the photocurrent jr,, is called superposition
principle, i.e. our ideal solar cell can be described by a diode in parallel with a current source. As
a consequence, the j(V)-characteristic is simply shifted along the j-axis. From the measurement of
a j(V') curve the following cell parameters can be extracted (in case there are no parallel- or series
resistances):

1. We obtain the short circuit current by setting the voltage to zero:

Jse =Jj(V =0) =L (6.20)

12Remember that the electron density at the position w, is obtained from the potential ® with respect to the flat
continuation of the quasi Fermi-level throughout the junction. Formally, we are describing majority carriers all the
way to n(wp). Sticking (half-heartedly) to the assumption of low-injection, we do not add the generation term at
n(wp), but only when we are dealing with minority carriers at x — oo.
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2. For the open circuit voltage, we set the current density to zero as we don’t extract any current

(7(Voe) = 0). Thus, we obtain:
T )
M (‘“) (6.21)

Voc .
q Jo

1%

3. The fill factor FF' is the ratio between the maximum power Py,q, and the product of js. and
Vie. As discussed already in section [1.5.1] it can be obtained from Lambert’s W-function or
from the following approximation [2].

qVoc

FFym —d¥oc
0™ Voo + 4.T0kT

(6.22)

The subscript 70”7 refers to the case with zero series-resistance Rs and infinite parallel-
resistance R,. The formula includes a quantity n which is not part of our derivation. This
so-called diode quality factor is an empiric extension and for the time being, we can simply
ignore it by setting n = 1. The effects the diode quality factor as well as of series- and
parallel-resistance will be treated in more detail in section [6.5

Before we continue to effects of finite cell thickness, we point out a relation between the V,. and
the quasi Fermi level splitting that we discussed in the context of eqns. and . Note
that this is not a rigorous proof, but more a useful heuristic. Let us assume for the moment that
the behaviour of the cell is dominated by the p-type bulk, Then, we have j;, ~ ¢GL,, and jo ~ jop,
and thus we can write:

3
Q

kT < qGL, >
—1In

q ann?/(LnNA)
T n - N,

_ KT In (GT2A> (6.23)
q n;

Since G1, = An, we reproduce eq. and all our considerations of injection and diffusion
are no longer part of the result. In other words, we can predict an upper limit of the V. already on
the basis the wafer doping and the lifetime, no other input is needed. Since no actual cell structure
is involved, we do not call this quantity V., but implied open circuit voltage iV.

6.4 Finite solar cell in dark

In contrast to the idealised device discussed in the previous sections, the differently doped regions
in a real solar cell have finite thicknesses, and recombination effects at the interfaces must be
considered. This is done by taking into account the surface recombination velocity S. For the bulk
region of a p-type wafer with constant doping concentration, we find once again an expression with
a saturation current density jo ,, but it is multiplied with a term that we call geometry factor Gr,,

(c.f. appendix @:

. i ann?
o = NiL. Gr (6.24)
Gry — cosh(H/Ly,) + Soc /Sy sinh(H/Ly,) (6.25)

Soo/Sn - cosh(H/Ly) + sinh(H/Ly,)
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Here, S, is the surface recombination velocity of electrons at the rear of the p-type bulk and
Soo = Dy /Ly, is a recombination parameter defined for the minority carriers in order to simplify
the expression. We can distinguish three regimes of device operation:

e S, =S« = Grp = 1. We retrieve the formula of the infinite cell and jo, depends only
on the properties of the semiconductor. This case is primarily of mathematical interest as
it would be very unlikely that S,, can be engineered to exactly match the properties of the
semiconductor.

o S, >S5« = Gpp > 1. In this case, jg is increased with respect to the infinite cell and thus n
is decreased. For very large S,,, we can approximate G, ~ coth(H /L), and if additionally
L, > H, we find Ggp =~ L,/H. In the expression of jg , this looks as if the diffusion length
were replaced by the wafer thickness.

¢ S, < S« = Gpp < 1. Inthis case, jg is reduced and 7 is increased. This means that we can
fabricate a good cell from a qualitatively bad material (bad bulk lifetime) by applying a good
surface passivation. With thinner wafers the ratio between device thickness and diffusion
length decreases and this case becomes increasingly important.

102 ———— —
S,=x
— 101‘ E
g’ 3
[3)
O
%100 S =D /L
E n~ “n'tn
o
(O
O 101k ]
S,=0
10—2 N P | el N N
10?2 10" 10° 10"

H/L

n

Figure 6.6: Geometry factor as a function of the ratio between base thickness and
minority diffusion length, for different values of S, /Sy,.

The relation for jo, with the geometry factor of eq. holds well enough for low doping
and a constant profile such as it is the case for the p-region. In case of high doping concentrations
and spatially varying concentrations such as in the diffused n-region, the situation becomes more
complex and the following aspects have to be considered:

1. There is an internal field due to the variation of the doping concentration.
2. The high doping yields band gap narrowing and changes nf in the prefactor.

3. Auger recombination can become the dominant limitation for the lifetime.
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4. The mobility is reduced due to ionised impurity scattering at the high density of dopants.
5. As combination of the previous two items, the diffusion length L,, , is reduced.

Unfortunately we need high doping concentrations at the front in order to ensure lateral collec-
tion to the metallisation grid, and also to achieve a low contact resistance. Besides their negative
impact on recombination, high doping concentrations also yield free carrier absorption (FCA)
through which a substantial part of the light can be lost. In modern cell designs these loss mech-
anisms are mitigated with a low surface concentration and a shallow diffusion profile. In turn,
current extraction requires closely spaced fingers of the metallisation and a low jo, can only be
achieved with good surface passivation.

A compromise is the the selective emitter that we already discussed in section Since recom-
bination at the metal-semiconductor interface is high and necessarily yields high jo,, high doping
is applied below the contacts in order to shield minority carriers. Since the metal contacts are
opaque, FCA is not an issue there. Between the contacts, a lower doping concentration is applied
and a surface passivation is applied. Early silicon solar cells with n-type region at the front were
passivated with SiO9 as this material saturates very effectively the dangling bonds of the silicon
surface, an effect called chemical passivation. In modern cells SigNy is favoured as it contains a
positive fixed charge that repels holes, an effect called field-effect passivation.

To summarize, we determined a formula for the j(V')-characteristic of a finite solar cell on the
basis of the depletion approximation and by restricting ourselves to diffusion transport.

iV) = Jo (eXp <Z¥> - 1> —JL (6.26)

The dark saturation current density jg is determined by the contributions from the two differently
doped regions of the junction, i.e. jo, and jo . The respective doping concentrations enter directly
in both terms, and then again indirectly through their impact on the minority lifetime and the
minority diffusion coefficient. Yet another indirect mechanism is the effect on band gap narrowing
and thus on n;. Effects of the surface in finite cells are described by the geometry factor G which
contains the surface recombination velocities and the ratio between the diffusion length and the
thickness of the respective doped regions.

Jo = Jon Tt Jop (6.27)
. qunl2
— G 6.28
Jon NpL, " (6.28)
. annZ2
— G 6.29
]Ovp NALn Fp ( )

We should keep in mind that the derivation still relies on several simplifications. In reality,
lifetime, diffusion coefficient and n; depend on the excess carrier density An which primarly varies
with illumination level and applied voltage. The latter may not be obvious, but we should consider
that only under short circuit conditions all the carriers are rapidly extracted from the cell. As we
approach open circuit conditions, they build up higher excess carrier density. For illumination with
sunlight, most historic c-Si solar cells worked at low excess carrier density of ~ 1x 10" cm~!. In high
efficiency solar cells, recombination in the bulk and at the surfaces is reduced, and the excess carrier
density can reach up to 1 x 10'® cm™!. Such cells can enter the domain of Auger-recombination
which ultimately defines the upper limit for the efficiency of silicon solar cells.
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6.5 Two-diode model

In measurements of solar cells, the j(V) curve is often modified by a series resistance R, a shunt
resistances I,, and additional carrier recombination processes, e.g. in the space charge region.
Therefore, our analytical model generally fails to reproduce measured j(V')-characteristics. Conse-
quently, the simple one-diode model is usually replaced by a so-called two-diode model as illustrated
in the equivalent circuit of figure

s /
/ ! /
L Ips Ips p vV
Ro
o |

Figure 6.7: Equivalent circuit for the two-diode model.

The series resistance Ry can be found approximately from the illuminated j(V') curve by taking
the inverse of the slope at V..

di
Rs ~ ]%oc:<‘7

-1
6.30
dV VIVOC> ( )

The parallel resistance R,, creates a shunt path around the diode(s). It reduces the V. as it is
no longer possible to build up a high voltage. In first approximation it is the inverse of the slope
of the j(V) curve at V = 0.

dj -t
R, =~ Ri=|— 6.31
: (i) @31

Usually the series resistance R, and the parallel resistance of R, are expressed as a product
of resistance and area. Considering the two resistances and also the additional diode, we get the

following expression for the current-voltage characteristic:

i) = o (exp (Q(‘;l_k‘;Rs)> — 1)
+Jjo2 (exp <q(V;L2_k‘;RS)) - 1)

V — iR, )
AL (6.32)

+ R,

Here, n1 and ny are called diode quality factors. Remember that we did not have a diode quality
factor for the ideal junction, thus ny = 1 is considered the ideal behaviour. We can try to relate
the diode quality factors to recombination phenomena in the bulk by using a relation for the j-V
characteristic in terms of wafer thickness w and recombination rate R as proposed by Tiedje [41]:

j=qwR — jg, (6.33)
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To assess the dark characteristic, we set j;, = 0 and replace R = An/7. Next, we relate An
to the applied voltage through the the pn product of eq. . As long as the applied voltage is
low enough to keep An below the wafer doping, figure [5.1] suggests that 7 is constant for radiative
recombination and Auger recombination, and almost constant for SRH recombination. Assuming
a p-type wafer with pg = N4, we can approximate pn by poAn and find that An is proportional to
exp(qV/kT). Thus, we obtain a diode quality factor equal to 1.

If the applied voltage is high enough for An to exceed the wafer doping, figure suggests that
T is again constant for SRH recombination, decaying proportionally to An~! for radiative recom-
bination, and decaying proportionally to An~2 for Auger recombination. At the same time, we
should approximate the pn product by An? which means that An is proportional to exp(qV/2kT).
Together with the lifetime this yields diode quality factors equal to 2 for SRH recombination, equal
to 1 for radiative recombination, and equal to 2/3 for Auger recombination.

Figure reproduces temperature dependent /-V measurements of PESC solar cells, a device
configuration with passivated emitter and a highly doped region at the rear that is covered with
a full-area metallisation [42]. Generally the temperature dependence is well reproduced with the
two diode model, but the ideal diode characteristic with slope equal to one is found only in a small
region of 0.45 - 0.6 V. At lower bias voltages we find a slope of 1/3, suggesting a diode quality factor
of 3. This is not explained by our considerations above. According to Breitenstein, it is indicative
of cascaded recombination processes close to the contact regions that go beyond the theory of SRH
recombination [43].
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Figure 6.8: Illustration of j(V') characteristics measured at different temperatures (left,
symbols from [42]). The series resistance R, bends the characteristics at V a 0.7V, the
effect of a parallel resistance R, is schematically shown by the dashed line. The diode
quality factor is obtained by differentiation and suggests n; ~ 3, and ny &~ 1 (right).

The series resistance and the parallel resistance have very distinct effects on the j(V') charac-
teristic. In figure the former bends the characteristics at high forward bias whereas the latter
would normally show up under reverse bias. In that region, the j(V') characteristics normally flat-
tens out asymptotically to the constant value of the reverse saturation current but the presence of
a parallel resistance R, yields a curvature. The parallel resistance can extend to small forward bias
as illustrated by the dashed line in figure In that case it would complicate the identification of
the diode with high quality factor, but unfortunately we cannot assess R, of the shown device as
the measurements did not include reverse bias.

The presence of parallel and series resistances also has distinct effects on the illuminated j(V)
characteristics as illustrated in figure A parallel resistance does not change the j., but it does



78 CHAPTER 6. THE P-N JUNCTION

not allow the cell to build up a high V,; ideally it is as high as possible. The series resistance does
not change the V., but in bad cases it can reduce the js; ideally it is as small as possible.
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Figure 6.9: Impact of parallel resistances varying in the range of for R, = 0o - 10 Q2 c¢m?
(left) and of series resistances in the range of Ry = 0 - 15 cm? (right) on the illuminated
j (V) characteristics.

Figure shows that in both cases the FF is massively impacted. Starting from the ideal FFj
given approximately by eq. (6.22]), we can describe the effects as follows [2]:

0.7 FR
FF, = FF, <1—U"C+-°> (6.34)
Voe Tp
7"2
FF, = FR(1—11-1)+ 2% (6.35)

The equations use the so-called reduced open circuit voltage which is quantity without units
defined by voe = ¢Voe/nkT. Similarly, the resistance area products R, and R in units of cm? are
scaled to the unit-less quantities r, = Rpjsc/Voe and 175 = Rsjse/Voc.



Chapter 7

Wafer processing

In the early years of PV, single-crystal silicon of very high purity was produced for microelectronics
and left-overs of low quality were used for PV. As the massive growth of PV in the 90s and 2000s
required larger and larger quantities, the PV industry reverted to multicrystalline silicon as it was
found that the lower initial quality of this material could be improved during the manufacturing
process by impurity gettering and hydrogenation. In the years after 2010 the fabrication cost of
single crystals could be significantly reduced by better understanding of the Cz process and multiple
use of crucibles. At the same time, kerf loss of the wafer sawing process was massively reduced
by the introduction of diamond wire sawing. Thus, multicrystalline material was replaced almost
completely by single-crystal Si by the year 2020. Let us look in detail at the individual steps that
it takes to get a wafer:

7.1 Metallurgical grade silicon

Silicon is generally bound to oxygen in the form of quartz (SiO3) or other minerals. To obtain it
in elemental form, it is extracted by carbothermal reduction along the following chemical reaction:

Si02 + C — Si+ COq

The reaction is carried out in an arc-furnace as shown schematically in figure In there, the
global chemical reaction proceeds through a hierarchy of intermediate reactions that prevail in the
different regions of the furnace. The uppermost part of the furnace is a relatively cold zone where
gaseous SiO and CO rise from hotter regions below. Unless driven back into the reaction zone by
an adequate feed of reactants, the SiO vapour either condenses or reacts with CO to fine particles
of Si0s and C which are filtered from the exhaust. In a hotter zone below, the SiO5 from the feed
melts, and SiO reacts with C to SiC and CO. The reaction that actually produces elemental Si
requires temperatures above 1800 °C [44] which are reached in the region below by an arc discharge
between graphite electrodes. There, SiC and SiO2 react to Si, SiO, and CO. Overall, the process
consumes carbon from the feed and from the electrodes whereas elemental Si collects as melt below
the arc from where it can be tapped. The intermediate reaction products SiO and CO are gaseous
and rise in the furnace to feed the reactions in the colder zones above.

The carbon source is usually coal or coke. Additions of charcoal or wood-chips are used to
enhance the reactivity in the upper part of the furnace and to reduce the loss of SiO [45]. The
Si-producing reaction in the lowest region can be enhanced catalytically by additions of iron or
calcium [46], resulting in Si with a purity of 98 - 99%. Most of this material is used in alloys with
aluminium or magnesium, therefore it is called metallurgical grade silicon (MG-Si). In 2020, the
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Figure 7.1: Schematic drawing of an arc furnace with different temperature zones
(left) and of a Siemens reactor for the growth of poly-silicon (right). Images from
https://cnx.org/contents/bGvrPTILO3/Semiconductor-Grade-Silicon

global production amounted to about 4 Mio tons of which about 20% went into photovoltaics and
electronics.

Besides the carbon consumption of the chemical reaction, the process requires electric energy of
approximately 11 - 14 kW h per kilogram of raw silicon to sustain the arc discharge .

7.2 Purification

As MG-Si contains 1-2% of impurities, it must be further purified. To this end, it is ground to
powder and mixed with hot HCI at 300 - 400°C to produce Hy and SiHCls (Tri-Chloro Silane,
TCS) which is liquid at RT. Subsequently, TCS is separated from metallic impurities like Fe, Ni,
Cu etc. by repeated distillation in 3 - 6 stages.

After that, the liquid is processed into purified poly-silicon.

1. The majority of silicon is processed with the so-called Siemens process as shown in fig-
ure It uses a vacuum vessel where where U-shaped rods of high-purity Si are heated
electrically to about 1150 °CE| Then, TCS and hydrogen are introduced into the vessel and
silicon grows by thermal decomposition on the rods. Byproducts like HCI are evacuated from
the reaction zone. This process is energetically costly as the rods have to be heated, whereas
the reactor vessel must be cooled to avoid deposition on the walls. Overall, this process adds
another 45 - 50kW h per kilogram of silicon.

2. Alternatively, processing in a fluidized bed reactor (FBR) works by releasing purified
silicon granules and heated silane (SiH4) into a reaction chamber. Silane dissociates and
deposits pure Si on the granules which grow heavier and exit via the bottom. Despite its
higher energy efficiency and the advantage of continuous operation, this process is not (yet)
widely used.

!The legs of the rods are often rectangular bars of 10 - 15 mm sawed from a 2 - 3m long ingot with a wire saw.
The deposition rate is low at the begin of the process because of the small surface area, eventually it increases as the
rods grow thicker. Alternatively to the thin rods, hollow silicon tubes are increasingly used. As they start already
from a larger diameter, the process starts directly with high deposition rate.
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7.3 Ingot fabrication

There are different possibilities how to produce an ingot, a large piece of crystalline or multi-
crystalline silicon.

1. Czochralski (CZ) process: Poly-Si is molten in a crucible and a seed crystal is inserted
from the top. When the crystal is slowly pulled up, crystalline silicon grows at the interface
between seed and melt. The challenges are contamination due to contact of the melt with
the crucible and incorporation of oxygen into the upper part of the growing crystal since it
is exposed to the ambient during the whole pulling process. If boron doping is used, this is
the source for the B-O complex described in section The process yields single crystals
with diameters of up to 30 cm which can be controlled via the pulling- and rotation-speed.
Typical seed crystals support and ingots with weight up to 400 kg.

2. Float-zone (FZ) process: For this process a seed crystal is soldered to a poly-Si rod. Then,
the rod is melted with an RF coil and the molten zone is advanced from the seed-end along
the rod. On the cooling side of the molten zone, the melt crystallises with the orientation of
the seed crystal. Impurities are collected in the melt because of a higher solubility in molten
silicon. Thus, they travel along with it, eventually accumulating in a region at the end which
is discarded. The method yields material of highest purity because there is no contact with
walls and because it can be performed under inert gas atmosphere. Thus it is possible to
obtain higher lifetimes than with the CZ process. The drawback is the price.

3. Cast mec-silicon: This method starts by pouring molten silicon into a crucible. Then,
the bottom is cooled and the zone of solidification eventually moves upwards. Nucleation
at random sites in the bottom of the crucible yields multicrystalline material. The main
problems are the impurities that are introduced by the atmosphere (O and C) but also the
impurities that diffuse into the ingot from the crucible (O, N, Fe, Cr, Ni and Cu). Thus, the
quality within an ingot varies a lot, especially at the edges.

4. Quasi mono process: This method is similar to the growth of mc-Si, but it uses mono-
crystalline seeds at the bottom and melting of the seed-crystals at the bottom melt should
be avoided. Upon solidfication from the bottom to the top, quasi monocrystalline material
starts to grow epitaxially. Even though the electrical properties of this material are better
than mc-Si, ingots do not crystallise homogeneously, there are still multi-crystalline parts and
dislocations.

7.4 Wafering

Wafer sawing is a key step of manufacturing. A first sawing step is applied after solidifaction in
order to cut the ingots or the blocks into (pseudo-)square bricks. In the past, this was done with
circular or band saws (fast, but large kerf loss). Modern processes usually use wire saws (slow but
little kerf loss),

After sawing, the bricks are glued onto a holder and passed to a second sawing step where wafers
are produced. Historically, a thin steel wire was used in combination with a so-called slurry, a liquid
that contains small abrasive particles. The movement of the wire carries the slurry into the groove
where the particles propagate in a rolling movement between the silicon and the wire. During
rolling, occasionally a sharp edge of a particle impacts into silicon with sufficient force to initiate a
crack. Eventually, silicon chips break away from the crack and get carried out of the grove by the
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slurry. Slurry sawing was replaced by diamond wire sawing where abrasive diamond particles are
bonded to a metallic wire. Since the particles move with the speed of the wire, abrasion is faster
and proceeds in a ductile mode without the formation of cracks. No slurry is needed, only a pure
lubricant is added to cool the wire and to extract cut silicon-particles. For both methods there are
advantages and disadvantages. The slurry method works with a cheaper wire, but the wire wears
and can only be used once. As the wire wears, the diameter of the cut groove shrinks, resulting
in wedge-shaped wafers. Recycling of silicon from the abrasive particles in the slurry is difficult
and further complicated by accumulation of metallic particles from the wearing wire. The diamond
coated wire is more expensive, but it can be used several times and the grove diameter remains
constant. Moreover, the silicon particles can be recycled more easily from the lubricant.

After sawing, the finished wafers have to be detached from the support, cleaned and character-
ized. The state-of-the-art wafer thickness is 150 - 200 pm but wafering is improving continuously.
With the current sawing and processing techniques the practical limit is probably around 100 pm.
Thus, up to 6000 wafers can be produced from an ingot.

In case of sawing with slurry, the cutting leaves behind a surface that is full of cracks. In case
of multi-crystalline material, these cracks are used as nucleation sites for the etching of the surface
texture in an acidic solution. In case of monocrystalline material, the cracks are not desired and
have to be etched off in the so-called saw-damage etch, only after that a caustic etch is applied to
obtain a texture that consists of square pyramids.

7.5 Alternative wafer preparation
Besides the classical wafering techniques there are alternative processes as described below:

1. Edge defined film fed growth (Schott). Instead of ingots, an octagon is pulled from the melt.
The speed of pulling and rotation can be used to control the thickness.

2. Walfering with heat-resistant wires that are pulled through the Si melt. The liquid Si spans a
membrane between the wires and solidifies between two wires (Evergreen Solar).

3. Cleaving wafers directly from a Si brick, which involves the implantation of a ”crack seed”
and subsequent cleavage. Wafers with thicknesses of 20 - 150 pm can be obtained without
any kerf loss (SIGEN).

4. Stress-assisted cleaving works by depositing a metal on a heated crystalline substrate. Upon
cooling, the mismatch of the thermal expansion coefficients introduces a stress field below the
surface. After initiating a crack at the side, the metal can be peeled off with a thin layer of
silicon. Thereby wafer thicknesses of around 50 pm can be obtained.

5. Epitaxial silicon wafers can be grown by chemical vapour deposition on a silicon seed wafer
with detachment zone. For example, the detachment zone can be obtained by etching a region
of porous silicon into the surface. Alternatively, annealing of deep trenches etched by RIE
can coalesce into a membrane on top of a buried void.

6. Growth of silicon sheets on a bath of molten Si. Like ice on water, solid silicon is less dense
that the liquid and therefore floats on top. The company 1366 Inc. developed a process that
grows sheets of solid Si on the surface of a melt. Introduction of doping gases during the
growth can be used to created arbitrary doping profiles in the growing material.



Chapter 8

Standard silicon solar cell processing

In 1984, the team at the University of New South Wales (UNSW) in Sydney proposed a cell design
based on p-type wafers and phosphorus diffusion to create the n-region at the front (the ”emitter”).
They used a full-area metallisation on the rear side and a thermally grown oxide to passivate the
front. Subsequently they defined small openings in the oxide by lithography for the metal-contacts
to the n-layer. They demonstrated 19% with this device design and called it Passivated Emitter
Solar Cell (PESC) [47].

Also in 1984, the team at the University of Stanford presented a cell design with both contact
polarities on the rear side. Compared to an earlier cell type with interdigitated back contact
(IBCs) that covered almost the full rear side [48], their device used SiO2 passivation on both sides
whereas the metallic contacts were confined to very small regions, so-called point contacts, using
local diffusion of the two polarities through openings in the oxide passivation. With this design
they achieved a very high V,. of 685mV under one sun [38]. The result clearly underlined the
fundamental importance of surface passivation, and the need to minimize the area of the metallic
contacts, but the team noted the difficulty of connecting the small point contacts to an external
electrode.

Two years later in 1986, UNSW added a light trapping texture at the front and a back surface
field (BSF) to their device [40]. Eventually they adopted localized contacts also for the rear in a
cell design called PERC for Passivated emitter and rear cell [49], and they improved it further with
locally diffused regions in the PERL cell |24].

Even though limited by recombination at its full-area rear metallisation, the BSF design was
applied very successfully to low-cost, multicrystalline material and eventually became the standard
for industrial production. In 2014, it was still applied in about 90% of all silicon solar cells and
thus in about 80% of the global photovoltaic production. In a parallel development the cost for
Cz-wafers was reduced by advances in ingot pulling and wafer sawing, such that by 2020 most
cells were manufactured with mono-crystalline Si. Accordingly, recombination at grain boundaries
was no longer the main limitation, but recombination at the full-area rear contact became a major
bottleneck. Thanks to advances in laser-technology for the opening of local contact areas in the
rear passivation, by 2021 the PERCE] architecture with its localized rear contacts had become the
new standard in industrial production, 35 years after its first presentation.

Even though the basic design did not change, there were nevertheless countless refinements to the
process. The following sections outline the major fabrication steps that are used in manufacturing
lines.

'Due to the formation of a highly doped region by Al-alloying in the openings, it was actually a PERL cell, but
industy adopted the name PERC.
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Starting from wafers, the fabrication of standard solar cells involves several steps:

1: saw damage etch (SDE)
2: wafer cleaning
3: emitter diffusion, at e.g. 900°C
4: edge isolation
5: removal of the silicate glass that contains the dopants
6: anti-reflection coating (ARC) by PECVD
6°: inserted here for PERC cells: rear passivation and laser opening
67: inserted here for TOPCon cells: oxidation and n-layer deposition at the rear, 2nd annealing
7: screen printing of the contacts and drying
8: Co-firing of the contacts at 800 - 900°C

8’: inserted here for the latest generation of PERC cells and as standard in TOPCon cells: laser
enhanced contact optimization (LECO)

9: measuring and sorting

The individual steps are explained in more detail in the following sections:

8.1 Base material

Standard c-Si solar cells used p-type wafers until the early 2020ies. To some extent the choice of p-
type material was historic because of the thicker cells used in early PV production. Since electrons
are minority carriers in p-type material, their higher mobility could better ensure transport across
thick wafers. For silicon with typical doping concentrations of 1 x 10 cm=3 D,, ~ 36cm? V-1s7!
whereas D), ~ 12 cm? V~1s™1. Another historic reason is that most of those cells were used to power
the first satellites and p-type material turned out to be more tolerant against particle radiation in
earth orbit as discussed on page Additionally, phosphorus diffusion is easier and works at lower
temperatures than boron diffusion.

As boron in p-doped wafers forms a variety of defect complexes such as B-Fe and B-O (c.f. the
examples discussed in section , by 2020 its was increasingly replaced by Ga. With the change
from PERC to TOPCon solar cells shortly thereafter, the most common base material has become
phosphorus doped n-type silicon

8.2 Etching and cleaning

The purpose of this production step is to remove saw damage and to create a light-scattering surface
texture. Saw damage is usually removed by etching 10 - 15 pm of the material. The texture etch
depends on the wafer material.

1. alkaline etching:
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e very directional, i.e. anisotropicE]
e NaOH or KOH (high concentration) for saw-damage removal

e (111) random pyramids are etched from (100) wafers with NaOH or KOH, or alterna-
tively KgCOg or NaQC03

e Owing to its anisotropy, alkaline etching is primarily used for mono-crystalline wafers
2. acidic etching

e isotropic etch that yields hemispherical pits, usually starting from defects such as a
cracks of the sawing process

e uniform etch of mc-Si material, i.e. the grain boundaries ”disappear”

e hydrofluoric acid (HF); etching of silicon-oxide, not silicon (deep etching only in combi-
nation with oxide-forming chemicals)

3. plasma etching: dry etching method thus less cost intensive (but not common)

With different etching agents different textures can be obtained, which is clearly visible in
reflectance measurements. The etching process happens either by batch or by in-line processing
which means that either a certain number of wafers is loaded in a carrier and immersed in a bath
at the same time, or that the wafers are transported through the tool on a conveyor belt and they
are processed while they are moving.

After the etching steps the surface has to be cleaned once more. This is usually done with
hydrochloric (HCl) and hydrofluoric acid (HF), followed by a rinsing step in deionized water. After
drying, the wafers are ready for diffusion.

8.3 Diffusion of the p-n-junction

The main goal of the diffusion step is to form the junction and a highly doped region for lateral
current collection between the contact-fingers. Some key parameters are:

1. Ideally, the surface donor concentration does not exceed the solubility limit of phosphorus in
silicon which is Ny &~ 1 - 3 x 102 cm ™2 at typical diffusion temperatures 800 - 850 °C [50].
However, the diffusion process can force a shallow region at the surface into supersaturation
which means that the actual phosphorus concentration exceeds the solubility limit. Only the
soluble part of the phosphorus concentration can form dopants on substitutional sites whereas
excess phosphorus atoms form clusters that act as recombination centres.

2. Junction depth: > 200nm. This is an important parameter since the silver metallisation
spikes to a certain depth into the n—doped region to make contact, but it should not short-
circuit the junction.

3. The emitter sheet resistance should be Rgpeet ~ 65 — 130 quﬂ Historically, lower sheet-
resistances and higher doping concentrations were used for the n-doped layer. In recent cell
designs the trend goes towards shallower doping with higher sheet resistance in order to reduce
free carrier absorption and recombination by the Auger-effect within the doped region as well
as at the interface to the passivating dielectric.

2This means that certain crystallographic planes are etched more strongly than others.
3Can be measured via the transfer length method (TLM) since the underlying junction shields the contribution
from the wafer.
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Just as for the etching steps, for the diffusion there is either batch processing or in-line processing.
In batch mode, several thousand wafers can be processed at the same time by exposure to an
atmosphere of POCI3 and Os in a tube furnace. Typical in-line processes load the wafers on a
conveyor belt and spray them with phosphoric acid (H3POy4) or some other P-containing compound.
Subsequently, the belt runs through an IR heating zone. For this step it is crucial to obtain a
homogeneous sheet resistance over the full wafer area to ensure uniform contact resistance to the
metallisation.

The doping takes place through the growth of a phosphorus silicate glass (PSG) at the surface.
Since the PSG can be seen as inexhaustible reservoir of phosphorus, simple diffusion theory predicts
that the diffusion profile follows a complementary error function cerf(z). In reality, the diffusion
coefficient of phosphorus depends on the density of vacancies and interstitials which are injected
from the surface as silicon is oxidised into PSG, and additionally on the doping concentration, i.e.
it is self-enhancing. The result is a flat plateau close to the surface, a steep decay called kink, and
once more a flat profile called tail [51]. Phosphorus overcompensates the boron-doping of the wafer
and eventually the tail of the diffusion profile forms the buried p-n-junction.

Apart from the formation of the junction, there is a positive side effect, since metallic impurities
are gettered into the doped region or into the PSG at the surface. This is related to the fact
that impurities can diffuse faster in highly doped regions and that they can pair to vacancies,
resulting in a different saturation concentration from the lowly doped bulk. By choosing an adequate
temperature profile, it is possible to segregate impurities at the surface and possibly to remove
them by combining the PSG removal with a short etch of the wafer surface. Gettering is especially
important for mc-Si, but the diffusion-temperature should not be too high, otherwise impurities
may remain dissolved in the wafer rather than segregate to the front.

Typically, the PSG and the diffused regions form on all sides of the wafer. The PSG is usually
removed by dipping into 5% HF for 2 minutes at RT. Afterwards, the wafer is rinsed with deionized
water and dried. Depending on the technique, the P-doping of the rear side is later overcompensated
by doping with Al, or a single-side etching has to be applied to the rear.

At any rate, the n- and p-regions have to be separated by applying an edge isolation.

8.4 Anti-reflective coating

The most widely used material in ¢-Si solar cells is SiNy. Its purpose is not only to provide an
anti-reflective coating (ARC) but also to passivate the wafer surface and thus to reduce the effective
surface recombination velocity at the front surface. SiNy can saturate some of the dangling bonds
at the silicon surface, additionally it contains a positive fixed charge that repels holes, the minority
carriers in the underlying n-layer. The third purpose is to create a hydrogen reservoir that releases
hydrogen during the firing process to passivate defects at the interface and in the bulk of the wafer.

Silicon nitride is deposited either by PECVD in a parallel-plate configuration, or by microwave
PECVD using a remote plasma. The key parameters of the SiNy are its thickness and its refractive
index n. Typical values are 70 nm and n = 2.05 - 2.1.

8.5 Rear passivation
The PERC design requires two additional process step at this point in the process sequence. The

first step consists of applying a passivating layer stack of AlyO3 and SiNy at the rear. Owing to
the negative fixed charge in Al,Os, electrons which are the minority carriers in the p-type bulk
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are repelled from the rear interface. The second step is the opening of small contact holes in the
insulating layer stack, such that electric contacts can be established in the next step.

8.6 Contacting and screen printing

Electric contacts are achieved by screen-printing of different metallisation pastes: For the front,
the paste contains silver-particles, glass-frit and an organic binder. The paste for the rear contains
aluminium particles and the binder, possibly some glass-frit and sometimes some boron to increase
the surface doping concentration for a lower contact resistance and the print extends only only
over the contact openings. Usually, a pure silver-paste is printed locally after the aluminium to
ease soldering of the busbars. Recent cell designs don’t use full-area printing anymore, resulting in
bi-facial cells.

The screen printing technique used for solar cells is basically the same as the one used for printing
pictures on T-shirts. It uses a metallic mesh which is coated with a polymer except for the areas
that should be printed. During printing, a squeegee is pushed over the mesh and squeezes the paste
through the openings.

One challenge of screen printing is to obtain fingers with a high aspect ratio, i.e. as high as
possible (typically 10 - 20pum) and as narrow as possible (typically 40 - 70 pm). This is done to
ensure both, low surface coverage (low shadowing losses) and low line resistance. To this end, the
rheology of the screen-printing pastes and the screen design are essential.

Note that the optimum number of fingers and their width is not necessarily decided by best
electric performance but by cost. A producer may opt to use finer fingers and to compensate the
loss in fill factor by lower module costs due to lower silver usage.

8.7 Co-firing process

The temperature profile for the firing is not straightforward and has to be designed very carefully
since this step combines more than one purpose:

8.7.1 Formation of the front contact

During the firing process, the silver particles in the paste sinter together and yield conductive lines
(approximately a factor of three below bulk conductivity). At the same time, the glass-frit melts
through the SiNy anti-reflection coating. The melt eventually dissolves some of the silver contained
in the paste and some of the silicon of the wafer surface. In the first phase of cooling, excess silicon
and silver are expelled from the melt. Silicon solidifies onto the n-doped region and silver nucleates
at random sites. During further cooling, the glass-frit solidifies, leaving behind a thin insulating
layer of glass between the epitaxially regrown silicon and the silver crystallites at the wafer surface,
and the sintered silver line.

The dimensions of the silver crystallites are in the order of 100 - 500nm. As they crystallize
in an epitaxial relation with the silicon wafer, they form a perfect metal-semiconductor interfaceE]
Thus, the contact from the n-doped region to the Ag-crystallites may be perfect, but only about 1
out of 10’000 crystallites extends to the sintered line and contributes to the current flow into the
contact finger [52].

‘Even at a perfect interface there are electronic defects since a continuous density of states is in contact with a
bandgap.
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The doping profile of the n-doped region, the quantity of glass frit, and the firing temperature
must be carefully adapted. Ideally, the crystallites should penetrate to a depth of about 100 nm,
but if the n-doped region is too thin, the Ag contacts might spike through and form shunts with
the p-doped wafer underneath. This can drastically decrease the V,. by creating a shunt-path with
low parallel resistance.

8.7.2 Formation of the back-surface field

At the rear, no glass-frit is required since the Al-paste is in direct contact with the p-doped wafer
and because Al melts already at 660 °C. At the liquid/solid interface, Si from the wafer dissolves
in liquid Al until the solubility limit of Si in Al is reached. Depending on on the thickness of
the screen-printed Al-paste and the kinetics of the process, this can produce a liquid region of 3
- 10pm. Upon cooling, the solubility of Si in Al is reduced and Si gets expelled from the melt.
The expelled Si grows epitaxially to the wafer and Al atoms get incorporated into the growing
layer up to the saturation concentration of Al in solid silicon. Since Al is a p-type dopant, a
thick p*-region with doping concentration of 3 - 5cm™3 is formed. It is often claimed that the
band-bending between the wafer and the highly doped region forms an electrostatic field (the back
surface field, BSF) that repels electrons away from the rear contact. In reality, this electrostatic
field is exactly compensated by the concentration gradient, resulting in a flat Fermi-level. Under
operating conditions, the QFLs split, and they remain essentially flat between the bulk and the
highly doped BSF region. Consequently, n,+, the minority-density in the highly doped regions,
is lower than n,, the minority-density in the bulk. Thus, fewer minority carriers are available for
recombination at the rear contact than in a design without highly doped BSF region. The effect of
the BSF is discussed in more detail in appendix

8.7.3 Hydrogenation

Hydrogenation is achieved by release of hydrogen from the SiNy:H layer during firing. About half of
the hydrogen leaves into the air, the other half is transported to the interfaces and into the silicon
wafer where it improves passivation.

8.8 Measuring and sorting

After edge isolation the cells’ j(V')-curve is measured (usually by a flasher) to extract parameters
like: Jse, Voe, F'F, series resistance, Vipp, jmpp- With this information the cells are sorted according
to their jypp values. This last step is crucial for the cell interconnection into modules. In order
to maximize the power output of a module, the currents within a string have to be matched as well
as possible. The reason is that the cell with the lowest current will limit the entire module as the
current through all the cells has to be the same in every cell.
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Advanced cell processing

After introducing the PESC design and equipping it with light trapping and a BSF, the team at
the UNSW further improved the efficiency of crystalline silicon solar cells. In 1989 they presented
the passivated emitter and rear cell (PERC) which had a localised doping profile at the front (in
modern parlance a ”selective emitter”) and an oxide-passivated rear with localised metal contacts.
Finally, the in the PERL design presented in 1990 also the doping profile at the rear was localised
(local BSF).

The transfer of localised rear contacts to large scale manufacturing was not trivial and required
many developments in the early 2000s. By 2014, PERC cells had a market share of ca. 1%, but
they were gaining rapidly; industrial versions of the PERC and the PERL concepts replaced the
BSF solar cell by 2020. Let us look how the the main limitations of the BSF cell were addressed:

9.1 Optical improvements

Optically, the standard cell offered many routes for improvement.

e Primary reflection at the front may be as high as 15%. Alkaline etching of multicrystalline
material gives only a marginal reduction of the reflection and results in clearly visible grains.
The development of acidic etching reduced the reflection and gave the cells a more uniform
appearance. For monocrystalline material, the primary reflection is massively reduced by
alkaline etching since it produces random pyramids that reduce the reflection by a double
rebound at the steep facets.

e Shadowing losses by broad grid lines can amount to as much as 8% at the front. Improved
designs use narrow lines with high aspect ratio. High-aspect lines with steep sides can yield
forward reflection, patterning of the line itself can be used to scatter the reflected light such
that there is a chance for total internal reflection at the glass cover.

e Parasitic absorption in the doped layers at the front and at the rear is due to a high density
of free carriers with low mobility. This is generally mitigated by lower doping concentrations.
At the front, this can be achieved by a phosphorus diffusion with subsequent drive-in that re-
duces the surface concentration, or by reducing the doping concentrations selectively between
the metallisation (”selective emitter”).

e Poor reflection of the rear contact. The reflection of Al in direct contact to Si is only
~ 80%; it can be improved by inserting a dielectric layer with lower refractive index. In the

89



90

CHAPTER 9. ADVANCED CELL PROCESSING

original PERC concept, this was a layer of SiO2, modern designs use a stack of AloO3 and
SiNy. Even better reflection is obtained by replacing Al with Ag.

Further information about losses in real cells can be found in the literaturel

9.2

Reduced recombination losses

The simplified process of the standard cell has many sources of recombination:

Recombination at the interface with the front dielectric is due to interface states.
For SiO9, hydrogenation is successfully used to reduce the interface state density, alternative
materials such as SiNy contain positive fixed charge that repels minority carriers (holes in the
n-doped region)

Recombination in the ”dead layer” of the phosphorus diffusion. When the phosphorus
concentration exceeds the solubility in silicon, it forms inactive clusters that are very active
recombination centres. Concentrations below the solubility limit are still critical because of
a high level of Auger-recombination. The solution are shallower diffusion profiles.

Recombination at grain boundaries of multicrystalline material can be mitigated by
hydrogenation during the firing. It is also possible to reduce the number of detrimental grain
boundaries with so-called ”high-performance” (HP) material which is obtained by putting
seed crystals into the crucible.

Recombination at bulk defect states such as the B-Fe and the B-O complex can be
mitigated by working with purer starting material. Fe-impurities can be gettered into the
highly doped regions at the surfaces. O-impurities can be avoided by advanced Cz processes,
or they can be deactivated with dedicated annealing procedures or temperature profiles.
Alternatively, the boron doping concentration of the wafer can be reduced, or it can be
replaced by gallium.

Recombination losses in the p™ region of the BSF follow the same physical principles
as those in the n™ region of the front, except that the BSF region is normally less doped and
much deeper. In a pure AI-BSF process, doping is fixed by the saturation concentration and
recombination can only be mitigated by reducing the depth of the Al-doped region. In case
a very shallow BSF is used, it may be desirable to further increase the doping concentra-
tion. This is possible by adding B to the metallisation paste since it has a higher saturation
concentration than Al.

Recombination losses at the Al-contact can be mitigated by using a dielectric passivation
layer with local openings (PERC or PERL concepts). In modern PERC designs, Al;O3 is
used since it contains a negaive fixed charge that repels minority carriers (electrons in the
adjacent p-type material).

The optical improvements obviously yield higher js., locally enhanced doping close to the con-
tacts improves FI' because of lower series resistance losses. Reduced recombination losses lower
the impact of the jgo and thus primarily improve the V,.. Typical values are:

1Smith, “Toward the practical limits of silicon solar cells”, IEEE Journal of Photovoltaics, vol. 4, 1no.6, pp.
1465-1469, 2014
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Jo1 ~85-107BA/em? - ~7.0-107B A/em? = + 4mV
Jo2 ~4.5-107" A/em? — ~2.0-107" A/em? = + 4mV

Note that an improvement in one part of the cell may express a limitation elsewhere. Improving
the front-side passivation only makes sense if the rear-side is good. Progress with the contacts of
the cell won’t yield an improvement if bulk recombination is too high.

9.3 Selective emitter

The term selective emitter refers to a specific emitter design with an increased doping beneath
the metallic contacts (as shown in figure . Thus, majority carriers are collected with a low
contact resistance, minority carriers are repelled, and shunting is prevented as the probability of
silver penetrating through a more deeply doped region is reduced. In the remaining front-region,
the doping can be reduced which will decrease jo . due to lower Auger recombination. Figure
in the appendix shows that this concept requires a low surface recombination velocity, thus the
need for an excellent passivation layer such as SiNy.

Front contact )
High emitter SiNy
doping \ /

Low emitter
doping

p* region
(AI-BSF)

Figure 9.1: Sketch of a solar cell with selective emitters.

A simplified way to look at the emitter saturation current is to divide it into two contributions:
a metallised and a passivated part (with A,, being fraction of the metallised area). The total jo .
is then simply given by the area-weighted average:

jO,e = Amj(),met + (1 - Am)jO,pass (91)

Obviously it is important to minimise the metallised area as much as possible in order to obtain
low jo and thus high V,.. At the same time, this improves js. over all of the spectrum by reduced
shading and reduced Auger recombination, and additionally in the red region because of reduced
free carrier absorption.

We are not free to reduce the doping concentration as much as we want because of a trade-off
with the lateral sheet resistance in the lowly doped regions. For low sheet resistance the spacing
of the finger-lines can be large, which will decrease the shadowing losses. High sheet resistance of
a selective emitter requires smaller finger spacing. The Ohmic losses in the finger-lines scale with
the square of the spacing aE| The relative power loss is given by:

2Note that increasing the spacing will increase the current that is flowing to the fingers. From the equation for
the power P = U - I = R-I? it is obvious that increasing the finger spacing, and thus the current, will lead to an
increase in dissipated power.
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A]D/P = Rsheet CL2 jmax/12 Vmax (92)

One possibility to implement a selective emitter without increasing the complexity of the process
uses a laser to remelt small areas of silicon and the covering phosphorus silicate glass at the front of
the wafer [53]. This dissolves additional phosphorus atoms into the molten region and subsequently
the phosphorus glass is etched as usual. The process requires only one additional step and it is
easy to implement into a production line.

Alternatively, the a thin dielectric buffer layer can be deposited on the full front surface and
patterned with a laser. During the subsequent emitter diffusion, the dielectric layer retards the
diffusion of phosphorus into the c¢-Si bulk except for those regions where the dielectric layer has
been opened locally by the laser.

9.4 Passivated rear surface with local contacts

Various industrial methods have been proposed to manufacture localised rear contacts. The most
common covers the rear-side with a passivation layer and a laser is used to open this layer locally.
Then, Al-paste is screen-printed over the openings. Finally, the Al is driven into the wafer with
a regular firing step. At first sight one would expect that melting and ablation deteriorate the
interface, but the process is surprisingly insensitive to laser damage since the formation of the local
BSF melts the region beneath the opening once more to a depth of several pm and then regrows it
epitaxially [54].

Figure illustrates the gains of a PERC cell with respect
to a BSF cell when all other process steps are the same. Due to

= 100 4100
the insertion of Al;O3 and Siny, between silicon and Al, parasitic o -~ X
. . . . > 80 % Jso P
absorption is massively reduced. At the same time, reduced g N )
recombination at the rear yields a better collection, resulting in € OO miiea /. 1S
1 -2 . . . Al,O,/ SiN, - 3
a gain of 1.9mA cm™°. As a result of the improved passivation é ©f PERCH) monds LA® F
and the higher excess carrier density, the V. improves by almost 3 20N, ALBSF () 5420
20 mV [55]. E LY i 4
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Usually the different approaches are summarised under the
name "PERC”, even though comparison with the original cell
designations would make them "PERL” devices because of their Figure 9.2: EQE and reflection
localized doping profiles [56]. Note that it has become common of BSF and PERC solar cells, after
to cover only the laser-opened regions with the rear metalliza- Gatz, PSS (2011).
tion, thus resulting in bi-facial cells that collect stray light re-
flected from the ground or adjacent modules. Additionally, the issue of wafer bowing is considerably
reduced. Bowing results from strain that builds up by different thermal expansion coefficients of
Al and Si when thin cells with full-area Al printing are cooled down from the firing.

Wavelength 7. [nm)

9.5 Metallization processes

An important part of each cell are the contacts that are used to extract the current from the solar
cell. For the standard c-Si technology a metal grid is created at the front surface, which can be
soldered when assembling cells into a module. There are two methods that are widely used at the
moment: screen printing and plating (electro or electro-less, e.g. light induced plating).
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Screen printing uses printing pastes that consist of metallic
particles and organic binders. The front metallisation requires
an additional ingredient to etch through the SiNy layer. This
is achieved by adding glass frit, finely ground particles of glass
with low melting point such as lead-glasses or bismuth-glasses.
Printing is carried out by pressing the paste through openings

Squeegee o . Screen
enin
Ag paste P 9

Deposition

B ) Figure 9.3: Screen printing
is a screen. After that, the pastes are dried and cured or fired, 1y ethod

typically by passing through a belt furnace. Typical dimensions
for printed contact finger lines are 80 - 120 pm.

e The use of silver represents a significant part of the total costs. Note that it can be econom-
ically interesting to sacrifice efficiency by reducing the use of silver, thus ending up with a
lower cost/W ratio.

e Low temperature Ag-pastes are normally still porous after curing, thus their resistivity is a
factor of 3 to 5 higher than bulk Ag [57]. Fire-through Ag-pastes contain varying amounts of
glass-frit, after firing their resistivity is 5 to 10 times higher than bulk Ag [58].

e As the Al-paste is directly applied to the p-layer, it does not need any glass-frit. Since Al and
Si do not mix in their solid form, the fired films consist of phase-separated conglomerates.
Normally Al cannot be soldered because of its surface oxide, therefore a second printing
process with a solderable material is required.

e Instead of glass-frit, the Al-paste may contain Si powder to prevent void-formation in the
local contacts of PERC cells. The voids are formed as follows: When a Si-free Al-paste
becomes liquid, it dissolves silicon until it reaches saturation, and all of this silicon has to
flow through the small contact opening. This is not an issue at the peak temperature, but
during cool-down the silicon is grown epitaxially from the liquid and Al gets expelled through
the contact opening. If Si cannot flow fast enough from the liquid into the opening, epitaxial
growth stops and a void is formed. If the paste contains Si powder, the Si-saturation in the
liquid Al is reached earlier and less Si is dissolved from the wafer and the BSF in the contact
opening is shallower. Consequently, less Si has to flow back into the opening.

Plating is an electrochemical process where the oxidation state of a metal in solution is reduced
by flowing a current through the solution. It requires a conductive seed layer which may typically
be 30 - 40 nm. Plating can enlarge the dimensions to 20 - 80 pm.

e Plating yields pure and dense finger material with conductivity close to bulk characteristics.

e Possible with Ni and Cu. Note that Cu is a low-cost and abundant alternative to Agf| but it
is a fast diffusor even at room temperature and an active recombination centre. Thus, a Cu
diffusion barrier is needed underneath the metallisation.

The advantages of the plating method:

e narrower lines — less shading (5-7% down to 2-3%)

e seed layer can be optimized to yield low contact resistance

3The price for copper is in the order of 2 CHF /kg, whereas silver is 400 times as expensive 800 CHF /kg (2012).
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e pure, dense material for the top layer / fingers — lower series resistance

e copper could be used = reduction of Ag consumption = cheaper

Plating can reduce the combined losses of shadowing and series resistance from 10 - 11% to
7 - 9%. Nevertheless, the lower conductivity of printed lines is often accepted because of lower
manufacturing-cost, and there is still a steep learning curve for screen printing towards printing
thinner fingers with a higher aspect ratio[]

Besides screen printing and plating, there are advanced metallization techniques like:

e aerosol printing (finest)
e inkjet

e pad printing

9.6 Other concepts

e Laser grooved, buried contact solar cell: Laser scribing is used to create deep gooves
which are filled by plating. This yields very narrow lines with high aspect ratio. Shadowing
is thus reduced whereas the deep grooves can still contain a sufficient volume of the metal.

e Metallisation wrap through (MWT) cell: By drilling holes through the wafer at several
points with a laser and guiding the contact from the front to the rear, the shadowing can be
reduced by 2 - 3%. However there are still issues with shunting at the rear-side where the
p-doped and n-doped regions should not be connected. Compared to standard technology
the estimated maximal gain is ~ 0.5%.

e Emitter wrap through (EWT) cell: For this structure no metal grid is required at the
front and thus no shadowing losses are present. The estimated gain is > 1%. But just like for
the MWT cell, there are shunting issues at the rear. Another aspect is the need for several
thousand holes that have to be drilled to feed the emitter through to the rear.

9.7 Conclusion

It is imaginable to combine various technologies and concepts (e.g. cell geometries, advanced
passivation schemes and metallization etc.), but the question remains whether it is feasible and
economically viable. It is interesting to show high performance in the lab, but if it is not possible
to transfer a technology to industry in a cost-competitive way, it might be better to invest in other
technologies.

Research and development of ¢-Si solar cells is ongoing and production costs will continue to
go down. The practical limit for mono c¢-Si cells is estimated around 27%, the latest demonstrated
record efficiency is at 27.1% (held by Longi), the theoretical limit is at 29.5% [5, 6].

4For example, finger width of ~ 80 pm with ASADA meshes.



Chapter 10

Very high efficiency silicon cells

In order to obtain efficiencies of 20% and higher for c¢-Si cells, various advanced concepts have to
be combined. Ideally, the starting material is single-crystal silicon with high lifetime, the front
contact is made in the form of a selective emitter, and surface passivation is applied to the rear.
The contacts on the front are narrow and with high aspect ratio, often obtained by plating, or both
contacts are located at the rear. High efficiency cells are not only pursued for scientific curiosity,
but they do have a market because they require less mounting space for a desired system power,
and because usually they maintain good performance also at high temperaturesE]
There are the following three different approaches in this segment.

1. SunPower commercialised cells with Interdigitated Back-Contacts (IBC) where both contacts
are located on the rear. This means that the front surface can be optimised fully for optical
performance and the resulting cells yield very high current density. The contact strategy is
not disclosed; likely they use passivating contacts (c.f. item 3 of this list).

2. The Japanese company Sanyo (now merged into Panasonic) developed Silicon Heterojunction
Cells under the brand name HIT. They were able to claim the 25 year old world record
efficiency of the PERL cell in 2015 [59]. In 2022, the Chinese company Longi claimed the
world record efficiency for Si solar cells with 26.8%, also using heterojunction technology.

3. The tunnel contact briefly mentioned at the begin of chapter [§] was investigated by various
research groups because it can mitigate recombination of the metallic contact. Currently, the
highest efficiencies are held by the Fraunhofer ISE with 26.0% in a both-side contacted device
and by the ISFH with 26.1% in a IBC cell.

With the exception of the very last one, all of these cells are based on n-type wafers.

10.1 Interdigitated back-contacted cells

The concept of contacting the cells at the rear-side seems obvious since the shadowing losses are
completely eliminated and the serial connection of cells to form a module is simplified as there is
no need to wrap the interconnection ribbons from the front of one cell to the rear of the next one.
However, there are also drawbacks like the complex production process where a high precision is
needed to align the wafers during all steps of the fabrication. Accidentally contacting both the

!The temperature coefficient decreases with increasing Vo. and as high efficiency cells usually have high open
circuit voltage values, they perform better even if the temperature is increased.
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Figure 10.1: IBC cell schematic and pictures of a cell showing the absence of front
metallization

n- and the p-doped parts due to misalignment leads to short circuits. Furthermore the lifetime
(~ 1ms) and diffusion length (~ 1 mm) of the minority carriers have to be as good as possible as
most of them are created at the front of the cell whereas they are all collected at the rear-side. This
leads to resistive losses. Furthermore the carriers have to be able to diffuse laterally, given the fact
that they are not collected on the entire rear surface.

The front of the cell consists of an n™ doped layer introduced by diffusion (”front surface field”
(FSF) or "floating emitter”) and e.g. a SiOy/SiNy layer stack simultaneously acting as an anti-
reflective coating and a passivation layer. Note that the doping level of the n™ layer should not
be too high as to avoid Auger recombination. At the rear-side, p-doped and n-doped regions are
applied in the form of two combs that stick into each other without touching. For an n-type wafer,
electrons can flow as majority carriers in the wafer and require thus only small contacts. The
p-doped regions have to be larger in order to collect the minority carriers more efficiently.

An interesting feature of the IBC cells is the fact that the p- and n-regions on the rear-side form
a pn-junction. This junction can act as integrated by-pass diode. A by-pass can save the actual
cell or module when one of the cells is shadowed. In this case it acts as resistive load to the other
cells in the string. Since it dissipates a lot of energy, the shadowed cell can heat until failure. The
breakdown voltage of the by-pass is lower than the one of the actual cell and thus the current will
be deviated through the by-pass, sparing the cell.

10.2 Silicon heterojunction solar cells

There is a common issue with the cell designs in the previous two chapters and also the one
discussed in the previous section; in all of them the presence of a metal on the surface forces a
unique Fermi-level. i.e. the surface recombination velocity is virtually infinte. The large diffusion
length of silicon transports this problem into the interior of the solar cell and thus limits the V..
Silicon heterojunction (SHJ) solar cells follow a radically different philosophy; they move the
metallic contact away from the wafer by inserting layers of doped amorphous silicon at front and
rear. The low mobility in doped amorphous silicon is just sufficient to extract majority carriers, but
it allows the minority Fermi-level to split. Researchers at Sanyo in Japan pioneered this technology
in the mid 80ies but they noticed that the interface between doped amorphous silicon and the wafer
is very defective. By 1991 they found that the insertion of an undoped layer between the wafer
and the p-doped layer at the front boosted their efficiencies by reducing recombination losses at the
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wafer surface, thus the name "HIT” for Heterojunction with Intrinsic Thin layer.

The use of amorphous silicon restricts the process to temperatures below 250 °C. This prevents
the use of all the work-arounds applied to low-qualtiy wafers such as gettering during diffusion,
hydrogenation during firing, or deactivation of thermal donors. Consequently, heterojunction tech-
nology was always applied to n-doped wafers and it is not applicable to multicrystalline material.
The manufacturing processes for a cell as shown in figure [10.2] is described below.

Ag

TCO
a-Si:H (p*)
a-Si:H (i)

¢-Si(n)
a-Si:H (i)
a-Si:H (n*)
TCO

Ag

Figure 10.2: Sketch of the layers (note: not drawn to scale!) and the band diagram of
a SHJ solar cell.

10.2.1 Wafer cleaning and texturing

Typically the wafer surface is cleaned in three steps. The first step is (1) a wet chemical ozidation
(e.g. with sulfuric acid), i.e. a thin layer of the wafer oxidizes and contaminants at the surface are
encapsulated. This step is followed by (2) a rinsing step with de-ionized water to remove remnants
of the acid. The final step (3) removes the ozide including the contaminants created by step 1
through an etch with hydrofluoric acid (HF).

After cleaning the wafers are textured. For this e.g. a 200 - 300 pm, < 100 > wafer is etched
with alkaline solution (typically KOH) which etches selectively, i.e. it attacks the different crys-
tallographic planes at different rates. This creates random pyramids with < 111 > facets. These
pyramids help to efficiently confine the light in the bulk of the wafer.

10.2.2 Deposition of amorphous silicon layers

In order to passivate the wafer and to create the doped regions at the front and at the rear, a
method called Plasma Enhanced Chemical Vapour Deposition (PECVD) is used. In contrast to
standard CVD this process dissociates gas molecules with the help of a plasma rather than by high
temperatures. The reactors typically used for this process consist of two parallel capacitor plates
in between which the plasma is ignited by applying an AC power of 10 - 100 MHz (see ﬁgure.
In the alternating field electrons are accelerated to high enough energies to be able to crack the gas
molecules by collision. The resulting gas radicals reach the substrate’s surface where they adsorb
and start forming the layer. Thus, double-layer stacks of ip and in are deposited at the front-
and on the rear-side of the wafer, respectively. Each layer has typically a thickness around 10 nm
measured on a flat wafer, corresponding to 6 nm on the side of a pyramid.

The precursor gases that are used for the deposition of the hydrogenated intrinsic amorphous
silicon passivation layer ((i) a-Si:H) are silane (SiH4) and hydrogen (Hz). For the doped layers
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Figure 10.3: Sketch of a PECVD reactor.

either phosphine (PHgs, for n-type) or tetramethylboron (TMB, for p-type) are added to the gas
mixture. The whole process is done at temperatures around 200 °C and deposition rates of up to
several nm/s can be reached. For the deposition in a single chamber reactor, cross contamination
is a big issue and has to be prevented. A cluster tool with dedicated chambers for intrinsic, n-type
and p-type layers avoids this problem almost completely.

10.2.3 Heterojunction contacts

The metal-semiconductor contacts are critical as they are prone to be very defectuous. In the SHJ
structure the metallic contacts are completely decoupled from the c-Si wafer, and the insertion of a
passivating i-layer reduces the recombination even further. This means that jo does not depend on
the metallization, only on the passivation quality of the amorphous layers. Another advantage is
the fact, that a-Si:H can easily be doped either n- or p-type in order to form the carrier-selectivity
of the contacts.

Va 7 Va va

Figure 10.4: Schematic band diagram of a standard silicon heterojunction (arbitrary
scale).
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Figure [10.4] shows that there are band-offsets AE, and AE. between the a-Si and c-Si due to
the different band gaps of a-Si (~1.7eV) and ¢-Si (1.1eV). The size of these barriers depends on
the electron affinities and the bandgapﬂ of the two materials that make up the heterojunction.

Normally the height of barriers would impede the transport of all carriers from the wafer to
the amorphous layers, but the width of the barriers can still be manipulated by adequate doping.
Figure illustrates that holes can still pass the narrow barrier on the left and electrons the one
on right. In contrast, electrons have a high barrier on the left and holes have a high barrier on the
right.

10.2.4 Surface passivation

The insertion of an undoped intrinsic layer is a crucial part of the device since intrinsic amorphous
silicon is not as defective as the doped layersﬁ It has thus the ability to enhance the passivation
of the a-Si - ¢-Si interface. The thickness of the i-layer has to be chosen very carefully:

e thicker i-layer: better passivation but more absorption and blocked transport

e thinner i-layer: less absorption and better transport but worse passivation

The trade-off is made more complicated by parasitic absorption in the amorphous layes at the
front. Due to a high absorption coefficient a of a-Si, light with short wavelengths is absorbed in
the front a-Si layers, but it does not contribute to the photo-current. Hence it is important to keep
these layers as thin or as transparent as possible. This can be achieved e.g. by using materials with
a wider band gap (a-SiOx, a-SiC) or with lower absorption coefficient (pc-Si).

10.2.5 Loss contributions

We distinguish optical and electric losses. The former include the reflection at the front side,
shading by the front contacts as well as parasitic absorption by the a-Si layers, the TCO and the
back-contact (concerning IR). Losses due to recombination and series resistance on the other hand
are referred to as electric losses.

So in order to improve the Js. the optical losses have to be reduced e.g. by:

e improved wafer texture
e reduced shadowing but maintain good collection properties (compromise)
e lower parasitic absorption (in a-Si, TCO and rear-reflector)

Improving the electrical losses will especially help to increase the V,.. The possibilities are the
following;:

e Higher wafer quality (fewer impurities)

e cleaner c-Si surface

2The work function ®s. is the energy that is needed to extract an electron from the Fermi level Er of the
semiconductor and put it to the vacuum level F., the electron affinity x is the energy difference of the conduction-
band edge and the vacuum level. A third quantity is the ionisation potential (IP) which is the energy-difference
between the valence-band edge and the vacuum level.

3Defects are an intrinsic and unavoidable property of amorphous silicon. Since the formation enthalpy of defect-
states depends on the Fermi-level position, doped material contains more defects than intrinsic material.
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e best passivation

e reduction of plasma or thermal damage introduced during fabrication (a-Si, TCO sputtering
and contacts)

e optimization of band offsets to improve carrier-transport

10.2.6 Advantages of silicon heterojunction solar cells

Some advantages of SHJ solar cells are listed below.

1. High T performance: In terms of temperature coefficient (-%/°C) SHJ cells, due to their
high Vi are comparable to a-Si cells.

a-Si: -0.2%/°C
std. ¢-Si: -0.5%/°C
SHJ: -0.3 - -0.2%/°C

2. Towards thinner wafers: Decreasing the thickness of the device will increase the V. E] but
decrease the js.. When a good light management is applied the two effects balance over wide
range of wafer thicknesses. Since all processes are carried out at low temperature, wafer-
bowing is not an issue and it is possible to have thin, high efficiency cells that cost less due
to lower material consumption.

3. Bifacial cells and modules: The SHJ structure allows for bifacial cells, i.e. cells that can
be illuminated from both sides.

10.2.7 Temperature behaviour of heterojunctions

Heterojunctions generally exhibit potential barriers caused by band offsets at the interface between
two materials of different bandgaps. The charges must be transferred through these barriers in
order to be collected, and the crossing is done by tunnelling or thermionic emission. These two
phenomena are both enhanced at high temperature meaning that the charge transport is strongly
temperature dependant. The main effect is on FF.

At high temperature, a heterojunction cell will behave similarly to a homojunction, but with a
lower temperature coefficient due to its high V,.. However at low temperature, the transport is
inhibited at the heterointerfaces and the FF drops, pulling the efficiency down as shown in figure
10.5]

Finally, the overall temperature coefficient is dominated by the V. at high temperatures (above
25°C) and by the FF at low temperatures (below 10°C). Note that the maximum of FF and
efficiency can vary to higher or lower temperature according to the cell design.

10.2.8 Sputtering of the transparent conductive oxide

The conductivity of amorphous silicon generally very low, even with dopingE] Consequently, lateral
transport to the contact fingers must be ensured by a transparent conductive oxide (TCO). The

4This only true if the surface passivation is good enough to transform the generation rate G into a high excess
carrier density.

5As mentioned in footnote [3| doping creates additional defects that capture free carriers. Thus, doping becomes
self-limiting. The room-temperature conductivity of n- and p-type material hardly exceeds 1072 S/cm, even for
dopant concentrations in the range of several at%.
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Figure 10.5: Temperature dependence of a typical silicon heterojunction solar cell (solid
line) and a standard homojunction (dotted line.)

most commonly used TCO for SHJ solar cells is indium tin oxide (ITO), despite years of intensive
research on alternative TCOs. TCOs are deposited onto both the front and back of the cell. At
the front, it improves lateral conduction for the carriers to be able to reach the contact fingers and
also acts (with an optimised thickness for interference) as an anti-reflective coating. At the rear of
the SHJ cells, TCOs serve to minimize parasitic absorption from the rear metal reflector and as
electrical contact.

The method used to deposit these layers is called sputter deposition (see ﬁgure and uses an
RF or DC plasma. One of the electrodes is the TCO target, the other one is the plate that holds
the substrate. Typically the chamber is pumped down to low pressures and then partially refilled
with a mixture of argon and oxygen. The the plasma is sustained by impact ionisation between
electrons and gas particles. Ionised particles are accelerated towards the target, sputtering particles
from the surface. Generally they rest neutral and traverse the plasma towards the substrate. The
properties of the TCO are manipulated by the deposition temperature, gas pressure, gas flow, gas
composition (typically the oxygen content in Ar) and deposition time.

As the name suggests, TCOs are transparent and conductive. Compared to metal, TCOS are
10 - 100 times less conductive, i.e. their sheet resistances are usually in the order of 40 - 100 Qg
for a 100 nm layer. There is a trade-off between conductivity and transparency; ¢ depends on the
free carrier density, electron mobility and electron charge:

o = en-p (10.1)

Increasing the free carrier density leads to higher conductivity (lower sheet resistance) but it
also generates higher free carrier absorption (FCA), which renders the material less transparent in
the IR. In this regard, it is better to increase the electron mobility rather than the carrier density.
To increase the mobility, several approaches are possible, some of them are: passivating trap states
or defects states, structural relaxation of the atomic networks by curing, increasing the size of the
TCO crystallites, etc. For example, cerium-doped indium oxide (ICO) can reach mobilities around
120 cm?/Vs compared to around 30 cm?/Vs for ITO.

10.2.9 Metallisation

Silver is used for the metallization of the cell because it has high conductivity. The back contact
is usually created by covering the entire surface with about 100 nm sputtered silver. This layer



102 CHAPTER 10. VERY HIGH EFFICIENCY SILICON CELLS

Background gas
O Neutral target atom
@ Electron
# lonized atom

DC plasma sputtering

Substrate/Anode
- to be coated in cathode material

Negative
Glow
Plasma

O

Cathode dark
space (CDS}

Target/Cathode

- containing raw material that is
sputtered off by the positive
ions impacts

Figure 10.6: Sketch of the sputtering deposition method.

not only provides the rear contact but it also acts as rear reflector for the IR radiation which is
reflected back into the c-Si. In terms of device-optics, the rear TCO works by reducing the parasitic
absorption of the interface between c-Si to the metal reflector. This is similar to optical effec of the
dielectric passivation layer in the PERC design.

The front contacts are created by screen printing. Different from the screen-printing pastes used
for the metallisation of standard cells, SHJ cells require low temperature silver pastes which are
cured at temperatures below 200 °C. Note that it is also possible to create a back contact by screen
printing.

After this final step, the cell is ready to be characterised by measuring e.g. the J — V' curve to
extract the information about the cell performance.

10.3 Tunnel-oxide passivating contacts

Silicon oxide provides excellent surface-passivation, but it is also an excellent insulator. It can still
be used in contacts if it is thin enough for tunnelling. The beneficial effects of interfacial oxide
layers were investigated for bipolar transistors because often a thin oxide film was formed before
the growth of the n-type emitter and it was found that this oxide actually reduced the leakage
current of minority carriers (holes) into the emitter during transistor operation . Unfortunately
current transport is also somewhat impeded for electrons, especially for for the current densities
in transistor applications and eventually the interest of the transistor community moved to MOS
technology which is still in use today. Nevertheless, current transport was acceptable for the lower
current densitites of solar cells and there the effect of surface passivation was noticeable though
high V.. For example, UNSW demonstrated V,. =~ 680 mV as early as 1981 for their MINP device
architecture which separated the diffused emitter from the metal contact by a thin tunnel oxide

[61).



10.3. TUNNEL-OXIDE PASSIVATING CONTACTS 103

Emitter Base Emitter Base
nt p nt  n p
—\ 1 || //—\
-------------------- qAV,
Viwd qAV, Vewa
R R
L~

Figure 10.7: Emitter region of a bi-polar transistor without (left) and with interfacial
oxide layer (right) under forward bias. The collector is shaded since it is not present in a
solar cell.

The design of bipolar transistors was typically based on an n-type wafers which also served
as collector. Next, an oxide mask was applied to the full surface, areas for the p-type base were
opened by lithography, and the base was created by a deep boron diffusion. At this stage the
oxide was introduced, either unintentionally by native oxidation in ambient air, or under somewhat
more controlled conditions as part of the mask removal and the subsequent cleaning process, or
even intentionally by thermal oxidation. Finally, small pads of a polycrystalline n* emitter were
deposited on top of the base, often followed by an annealing step to activate the dopants in the
layer and to create a shallow diffusion into the base.

If we ignore the collector and assume a very deep base, we have a junction that resembles very
much the front of a standard p-type solar cell. This is the reason why the n-region of solar cells
is often called emitter, even though in an illuminated solar cell it does not emit electrons into the
base as in transistor operation, but it collects photo-generated electrons from there!

Figure illustrates a bipolar transistors without and with interfacial oxide and and the
corresponding band diagrams under forward bias. Current transport through thin barrier layers
depends on a variety of parameters such as the width of the oxide, its barrier height, the carrier
types and the densities that are available on both sides of the oxide, etc. For n™-emitters it was
favourable to diffuse a shallow n-region that defined electrons as majority carriers also at the surface
of the wafer[f

Under the assumption of flat QFLs, the excess hole densities at x = —w, are given by p =
Prt0€xXP(qViwa/kT) and p = ppoexp(q(Viwa — AV)/ET) for the cases without and with tunnel
oxide (circles in figure [10.7]). In the latter case the oxide prevents or reduces the flow of holes into
the emitter, exactly what we want in solar cells. This is illustrated by the fact that the voltage
drop across the oxide is higher for holes (¢AV,) than the one for electrons (¢AV,,).

In case of thick oxides tunnelling should no longer be possible, but researchers at Stanford
University noted that the annealing can be used to break up the oxide at randomly distributed
sites, thus permitting local current flow through pinholes rather than relying on tunnelling [62].
Eventually, these researchers funded the company SunPower which developed into a leading supplier
of high-efficiency solar cells.

Public research on solar cells with thin interfacial oxides picked up again in 2014 when researchers

SContacts without diffused region are discussed in appendix
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at the Fraunhofer-ISE demonstrated efficiencies of 24.4% with tunnel-contacts |[63]. Researchers at
the ISFH used an IBC design based on the thermal breakup of thicker oxides and demonstrated
even 26.1% in 2018 [64].

The contact strategy with silicon oxide is appealing since it is compatible with processes at high
temperature such as diffusion and the firing of standard screen-printing pastes. Since this includes
the temperature range of gettering and hydrogenation, these contacts could potentially be applied
to p-type Cz wafers which is not possible for heterojunctions with amorphous silicon.

Voe and FF loss

Let us look at the contact resistivity a bit more closely. In Si/SiO2 tunnel contacts the
thickness of the oxide is typically 1.5nm and the theoretical barrier heights between Si and
SiO5 are around 3 eV for electrons and around 4.5 eV for holes. Tunnel contacts should thus
work much better for electrons. In reality this is not the case, likely because very thin films
result in effective barrier heights that are different from bulk values. Thus, resistivities for
n-type as well as for p-type contacts were reported in a very similar range of 1 - 100 m2 cm?
|65, 66]. For a full-area contacts this means that even in the worst case a voltage drop of
4mV is sufficient to transport a current density of 40 mA cm™2 which is a typical value for
silicon solar cells.

To assess the impact on the FF, we use eq. with typical values of V,. &~ 0.7V and
once again js. ~ 40 mA cm~2. For the upper value of Ry = 100 m€ cm? this yields a relative
FF reduction of 0.4%, i.e. a FF of 80% would be reduced to 79.7%, illustrating why higher
values of the series resistance should be avoided.




Chapter 11

Thin film technologies

In the early days of photovoltaics, c-Si solar cells were manufactured from electronic-grade silicon.
The high cost of this approach triggered research into thin film materials. The idea of thin film
solar cells is to deposit the active layers directly on inexpensive large area substrates and to use
monolithic interconnection schemes to form modules between the different deposition steps. In a
final step the raw module is contacted, encapsulated and a junction box is added.

Early on there were three technologies namely CIGS, CdTe and thin film silicon, and all of
them were developed to the level of mass manufacturing. As regards thin film silicon, despite the
demonstration of very low manufacturing cost of 30 - 50 cents per Watt, its aesthetically pleasing
appearance, and even the option of semitransparent modules, this technology could not convince
the customer due to limited efficiencies.

The term ”thin film solar cells” is generally extended to emerging technologies and novel concepts
such as dye sensitized cells, organic solar cells, perovskite cells or quantum dot cells.

The main advantages of thin films are first of all the low consumption of material (in the order
of a few nm of semiconductor) and thus their potential for low cost production on both rigid and
flexible substrates (e.g. glass or steel foil). Compared to standard c-Si cells, the energy intensive
steps of ingot fabrication are not needed. Thus, thin film solar cells typically much less energy for
their production. Besides, no special substrate treatment is needed, e.g. no wafering, and in total
there are fewer production steps. Another point is the fact that the thin film development can
benefit from other sectors like e.g. the flat panel industry.

Besides these advantages there are also drawbacks and challenges. Compared again to standard
c-Si technology, until now they exhibited somewhat lower efficiencies, there is less field experience,
i.e. it is not clear yet how stable the modules really are on the long term. Furthermore the
production process is much more delicate as the thin layers are prone to shunting and the processing
environment has to be as clean as possible. For this reason system development is expensive, i.e.
a lot of money has to be invested before cells can actually be produced (high capital investment
but then low manufacturing costs). One big challenge that remains is the up-scaling to industrial
standards which is not trivial. Homogeneity in thickness, doping and material structure across
large substrates has to be assured for high quality devices.

Inherent to their fabrication, the deposited films are amorphous or polycrystalline. Some of
them have typical grain sizes in the nm range, some are between 0.1 to a few pm. Grain boundaries
often suffer from high defect densities, leading to high recombination rate and thus to low cell
performance. Possibilities to avoid or mitigate this effect are e.g. to try to drain impurities from
the bulk and collect them at the surfaces where they can be removed, to passivate grain-boundary
defects e.g. with hydrogen, or to implement drift-devices where electric fields across the active layer
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assist collection.

11.1 Monolithic serial interconnection

In order to limit the current and thus the ohmic losses, the active layers are ”cut” into individual
cells by monolithic serial interconnection. This step is easily integrated in the deposition process
using laser scribing techniques which ablate parts of the already deposited layers. Series connection
of the resulting cells is achieved by depositing the following over grooves offsetting the next scribe-
line laterally. Thus, the region between the first and the last laser-scribe serves for series-connection.
Since it does not contribute to the output power, this region is called dead area and laser lines have
to be optimised to minimised it. The width of the cell-stripes between the dead-area must be
optimised with respect to the series resistance of the contacting-layers; typically it is in the order
of cm.

Normally, pulsed lasers are used for scribing. Thus, the overlap of the spots and the imaging
optics have to be optimised for overlap. Shunts are easily created if the layers not cleanly ablated.
Infrared lock-in thermography was developed as powerful tool for shunt detection, but additional
analysis is needed to find the root-cause, e.g. peeling of layers from the substrate, partial melting,
sputtering of molten droplets, ablating too deep or to shallow, etc.

11.2 Comparison of different thin film technologies

Table 11.1: Comparison of thin film technologies

CdTe CIGS Si, SiGe
(a-Si and pc-Si)
12.7% micromorph on glass
record 7 (lab) 21.0% (1cm?) 21.0% (1em?) | 11.8% mini module of 14 cm?
10.2% a-Si
record moduld'| 18.6% 17.5% 12.3%
prod. quant. 2010 1.4 GW 430 MW 1350 MW
prod. quant. 2020 1.9 GW 1.1 GW -
strengths fast and easy process 7 close to ¢-Si synergy with FPD
for absorber deposition | (on cell level) resources unlimited
weaknesses availability of Te availability of In medium/low 7
Cd toxic sensitive process

Note that cells with a direct band gap like CdTe and CIGS can in principle be much thinner than
devices with an indirect (uc-Si) or non-direct band gap (a-Si). Fabrication issues may nevertheless
require thicker film than needed for absorption.

11.3 CdTe based solar cells

This cell type is fabricated in superstrate configuration, i.e. the cell is illuminated through the glass
substrate on which the cell layers are grown.
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1. TCO: usually 500 nm of (n™) SnOy:F (3.3eV) with Rgpeet &~ 10/0

2. 100nm CdS (2.4eV) as n-type buffer / window layer from a chemical bath (heterojunction
to next layer)

3. p-type CdTe (1.45eV) absorber, thickness ~ 6 - 10 pm
4. sputtered ZnTe with an additional metallic back-contact
5. chlorine post treatment

The fact that the bond between cadmium (Cd) and tellurium (Te) does not break upon evapora-
tion renders the deposition very simple (CdTe evaporated congruently). It is usually performed by
close-space sublimation (CSS), however electrodeposition can also be used. For close-space sublima-
tion the challenge is the glass handling, the back contact formation and diffusion of impurities along
the grain boundaries, as high temperatures are reached during the evaporation (~550 - 600 °C, close
to the glass melting temperature). The process itself extremely fast: a few seconds for the absorber
layer.

11.4 CIGS or chalcopyrite solar cells

In contrast to CdTe cells, CIGS cells are fabricated in substrate configuration, i.e. the layers are
deposited onto a substrate that is coated with a non-transparent metal or can start directly with
a metal plate or foil. Then the following layers are deposited:

1. 600 nm sputtered molybdenum (Mo), opaque

2. 1.5um of CIGS (naturally p-type): graded, i.e. increased Ga content during the growth
(graded doping). This leads to a gradient in band gap from. The available range of bandgaps
varies between 1.04eV (CulnSes) to 1.67eV (CuGaSes), but due to defect creation for high
Ga-content, 1.3eV are normally not exceeded. The CIGS absorber thickness is typically 1 -
2 m.

3. 70nm p-type CdS (2.4eV) (buffer layer) from chemical bath or alternatives
4. Zn0O:i

5. ZnO:Al

The challenges for this technology are the delicate control of the composition of the absorber
material; up to four materials have to be deposited simultaneously to obtain a correct composition.
Furthermore, the interfaces between the layers can be an issue, as well as the high processing
temperatures (up to 600°C). Another aspect is the availability of In which could have a drastic
impact on the applicability of this technology on very large scale. This is why several groups are
working on alternatives, e.g. copper, zinc, tin, sulphur and selenium (CZTS).

11.5 Thin film silicon

For the deposition of thin film silicon several alternatives have been tested. These are listed below:
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1. CVD epitaxy where thin films are deposited on a Si seed layer at high T (800 - 1000 °C).
The deposited layers need to be rather thick, but they can have an efficiency potential close
to c-Si. Issues are impurity diffusion (typical at high temperature), finding a suitable low-cost
substrate for epitaxy, and up-scaling.

2. Recrystallization of a-Si is done at lower T (600 - 900°C) compared to CVD epitaxy.
There are attempts to make this work. An alternative would be to find a method to peel off
thin layers directly form a c-Si ingot.

3. Low temperature deposition for the deposition of a-Si, uc-Si or SiGe is performed at 180
- 250°C. Up to now this is the only method that is used in industry. It has the potential to
drive down the costs to 0.8 - 1.0€/W,,.

Among the low temperature deposition techniques there is Plasma Enhanced Chemical Vapour
Deposition, (PECVD) Hot Wire CVD (HWCVD) and Microwave Plasma Deposition (MWCVD).
Some critical parameters for the deposition of silicon films are the reactor geometry, inter-electrode
distance, temperature, pressure, plasma power and gas concentrations. The material structure
can be altered by varying the deposition conditions, e.g. from a-Si:H to pc-Si:H. This transition
depends on the silane depletion fraction (the amount of silane molecules that are dissociated) and
the silane concentration in the plasma. Increasing the hydrogen dilution, the pressure or the power
will drive the layer properties from a-Si:H to pc-Si:H.

11.5.1 Amorphous silicon

In contrast to crystalline silicon, a-Si:H does not exhibit long range order, i.e. the matrix is strongly
disordered (see figure [11.1(a)). This fact is clearly visible in the high density of strained and
dangling bonds (broken Si-Si bonds), both forming electronic states within the band gap. Strained
bonds form states at the band edges, rendering them no longer sharp as in crystalline material but
leading to so-called band tails (see figure . The dangling bonds form states close to mid
gap, therefore they are recombination-active. They can passivated to some extent with hydrogen,
but generally not below 1 x 10" cm™ because of a thermodynamic equilibrium between defect
formation and defect curing.

Valence Conduction
band band
- Locallzed states

~1.8¢eV
Defect
states

Energy

(b)

Density of states

Extended state
Extended state

Figure 11.1: @Crystalline (left) and amorphous (right) silicon structure. @Band gap
of amorphous silicon.

As can be seen in Fig|l1.1(b), the band gap of a-Si is very different from its crystalline counter-
part. Due to the states within the band gap, which act as carrier traps or recombination centres,
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one sometimes refers to it as a mobility gap. Compared to c-Si the carrier mobility in a-Si is very
low, 0.1 - 1emV~'s™! and the carrier lifetimes are of the order ~ 1ps. This results in short
diffusion lengths ~ 0.15 pm El Upon doping the electronic properties degrade even more which is
related to the fact, that the Fermi level deviation out of mid-gap enters into the thermodynamic
equilibrium of defect formation. Essentially doping makes it easier to transfor states in the band
tails into dangling bonds.

It is also important to note that due to its structure and composition, amorphous silicon is
a meta-stable material, i.e. it is subject to light induced degradation which is described by the
Staebler-Wronski effect (SWE). Upon illumination the material will degrade up to an equilibrium
state.

11.5.2 Micro- or nano-crystalline silicon

This material consists of nano-scale particles (= 20 nm) embedded in an a-Si matrix. The crystal-
lites are usually interconnected and their grain boundaries are passivated by the a-Si phase. But
apart from this they show the same properties as c-Si, same band gap 1.12eV and same activation
energy Fuet ~ 0.5eV. The deposition of a pc-Si layer is usually preceded by an a-Si incubation
layer, which, depending on the deposition parameters, can be in the order of several 100 nm (see
figure|11.2(a))). The incubation layer can be avoided by treating the interface in CO2 Plasma before
uc-Si deposition.

Figure 11.2: I@l Transmission electron micrograph of a microcrystalline layer. The
incubation layer can clearly be seen. @ Doped layers create an electric field across the
entire intrinsic layer to efficiently separate and collect the photo-generated charge carriers.

11.5.3 Drift and diffusion length

Both lengths describe the same distance, namely the distance a carrier can travel before it recom-
bines. The difference is that in the case of the drift length an electrical field is present that drives
the carriers.
Laig = 7up =Tu|E| (11.1)
Lasg = VDt (11.2)

2The mobility in a-Si:H is approximately 500 times lower than the one of c-Si. This and the fact that the lifetime
is as well very low, is the reason why drift devices are necessary.
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Depending on the field that is applied, the drift length can be much larger than the diffusion
length. Applied to a solar cell, this means that the collection probability increases if an electric field
is present, for example in a p-i-n junctionﬂ cells (see figure . The concept here is to use
the doped layers, which are electronically dead, to create an electric field across the intrinsic layer
and efficiently separate the charge carriers. The thickness of the doped layers has to be optimized,
i.e. strongest field but lowest parasitic absorption.

Amorphous and microcrystalline silicon were combined in tandem cells and developed up to
the point of multi-MW production with excellent production cost below 0.5€ /W around 2014.
Since the efficiency of commercial modules stagnated around 10% more and more customers turned
towards other module types.

11.6 Perovskite solar cells

The organic-inorganic metal halide perovskite solar cells emerged in 2009 with a first publication
showing 3.8% efficiency. Impressive improvements increased the efficiencies to more than 20%
within less than 8 years, a speed that was never seen with any other photovoltaic technology.
Nowadays, there is almost no photovoltaic research lab in the world which does not have perovskite
activities. Let’s see briefly see what makes these materials so interesting, what are the perspectives
and the challenges:

11.6.1 Material properties

Perovskite solar cells take their name from the crystal structure with the general formula ABX3
(e.g. calcium titanate). A and B are for cations, X an halide anion. The most commonly used
composition in solar cells is methylammonium lead tri-iodide (CG3NH3PblIs or MALI), but increas-
ingly more cationﬁ such as formamidinium and even alkali-metals such as Cs and Rb are added for
stability. In parallel, Sn is investigated to replace the problematic Pb, and different halides such as
Br and Cl are studied to manipulate the bandgap.

Perovskite materials have been shown to have exceptional optoelectronic properties, such as a
strong optical absorption coeflicient, high electron and hole mobility and diffusion length, high
defect tolerance, low surface recombination velocity, low influence of grain boundaries, low sub-
bandgap absorption and steep absorption edge, tuneable bandgap from 1.1eV to >2eV, photon
recycling, direct/indirect bandgap character, high internal photoluminescence quantum efficiency,
high voltage/low V. losses. These properties bring them close to single-crystal I1I-V materials.

11.6.2 Cell architectures

Historically, perovskite solar cells are derived from dye sensitized solar cells which featured a meso-
scopic scaffold layer of TiO2 impregnated with dye molecules. The perovskite solar cells started
by replacing these dye molecules with a MALI perovskite material. The most used hole transport
layer (p-contact) is still spiro-OMeTAD, which was first developed for solid state dye sensitized
solar cells. This layer is usually spin coated onto the annealed perovskite layer. The cells are then
finished with a evaporated layer of gold. Such cell is therefore in the n-i-p polarity and measured
in superstrate configuration (illumination through glass substrate).

3Thin film silicon solar cells are classified as p-i-n or n-i-p devices which refers to the growth sequence. As the
mobility of holes is much lower, the p-layer is always facing the sun. Thus, the deposition on opaque substrates (e.g.
metal foils) has to start with the n-layer.

“DOI: 10.1039/C5EE03874J, 10.1126 /science.aah5557
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It was quickly demonstrated that the perovskite material can have sufficiently good electrical
properties to render the mesoscopic scaffold layer unnecessary for charge extraction. Therefore,
inspiration could be found in organic solar cells, providing a huge reservoir of research on n- an
p-contacts, e.g. pedot-PSS, poly-TPD, PTAA, fullerenes (PCBM, C60)... Planar perovskite cells
can be made with either p-i-n or n-i-p polarities and either substrate or superstrate configura-
tions. Hence, it gives a larger flexibility in the substrate choice, deposition techniques and final
applications.

The record perovskite cells usually maintain a mesoscopic structure, likely due to the much
larger number of groups working on this type of cells compared to planar cells.

11.6.3 Deposition techniques

Many different techniques have been demonstrated:
e Hole and electron contacts: spin-coating, sputtering, ALD, evaporation, CVD...

e Perovskite absorber layer: spin coating, co-evaporation, hybrid techniques mixing evaporation
and solution processes, die coating, printing techniques, blade coating, CVD...

11.6.4 Perovskite-based multijunction solar cells

Although single-junction perovskite solar cells have very rapidly shown high efficiencies, their first
commercial appearance will likely not be on their own. Entering the photovoltaic market in com-
petition with wafer-based crystalline silicon solar cells will be extremely difficult. However, with
their steep absorption edge, low sub-bandgap absorption, tuneable bandgap and various processing
techniques, perovskite cells can be excellent candidate to make tandem solar cells, combined with
silicon or CIGS bottom cells.

Perovskite/ Silicorﬁ tandem devices have been demonstrated in both mechanically stacked 4-
terminal tandem (up to 25.2%) and monolithically integrated 2-terminal tandem configurations
(up to 23.6%). The challenges are the process compatibility (temperature, texture), cell size (up-
scalability of the perovskite cell), parasitic absorption (minimize absorption in non-active layers
where photons are lost, e.g. TCO, HTL, ETL), light management (reflections on flat surfaces,
interfaces reflections, refractive index engineering, surface texture) and reliability (perovskite cells
must prove at least the same long-term reliability as the silicon cells.

Perovskite/CIGS or Clﬂﬂ tandem devices have also been demonstrated in the last two years as
a promising all-thin film tandem technology.

However, the ultimate thin film tandem is obviously a perovskite/perovskitem monolithic tan-
dem cell, with high efficiency potential > 30% and low costs. This was made possible with the
development of low band gap perovskite cells, which are still in their infancy.

11.6.5 Challenges

The perovskite solar cells have great potential. However they have many challenges to overcome
before reaching commercialisation:

e Accurate characterization: Often Perovskite cells showed hysteresis with respect to the direc-
tion and rate of the voltage scan during the j(V')-measurement. This issue led to difficulties

*DOIs: 10.1021/acs.jpclett.5b02686, 10.1021/acsenergylett.6b00254
SDOTs: 10.1038/nenergy.2016.190, 10.1002/aenm.201500799
"DOIs: 10.1002/AENM.201602121, 10.1126/science.aaf9717
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in comparing results between labs and misinterpretation of results. Hysteresis was a very hot
topic in 2014-2015, with hundreds of different explanations, e.g. ion migrations, transient
capacitive current, ferroelectric polarization... Currently, it is still not fully understood, but
solutions to avoid it have been successfully demonstrated and the best reported cells have
now negligible hysteresis.

Showing stabilized efficiencies was an important step towards reliable performance reporting.
This can be done by either fixing a voltage or measuring the current output for some time or
by actively tracking the maximum power point with a proper algorithm.

Moisture/humidity: perovskite materials tend to degrade with moisture exposure, e.g. MALI
usually degrades to form a Pbly phase that is not electricall active. Newer more stable
compositions and proper encapsulation should prevent this issue in the future.

Temperature stability: the original perovskite compositions were severely affected by temper-
atures around 60 - 80 °C. With the recent advances on new compositions and new contacts,
it becomes less of an issue.

Light stability: light soaking effects are often observed, but rarely fully understood. Their
origin lies either in the contacts which get doped during light exposure, or degradation of the
perovskite material .

up-scalability with industrial techniques: fabricate large scale modules with high throughput
and high yield. From OLED and OPYV industries, printing technologies such as roll-to-roll
are investigated. But also vacuum deposition processes such as were used in silicon thin-film
technologies and flat-panel industry.

Toxicity: the lead content is a discussed controversially in the photovoltaic community. Re-
search is ongoing towards a lead-free compound, but performance is still far behind the
mainstream lead-containing perovskites.

etc
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Module technology

PV installations are divided into three subassemblies capable of energy generation: the cell, the
module and the array. The cells are composed of a delicate chemistry that cannot be directly
exposed to environmental elements, such as moisture, thermal cycles, mechanical stress... For this
reason, PV cells are electrically connected into a string, and a series of strings are packaged into a
module composed of multiple layers of glass and polymers.

12.1 Module design

Poor packaging is the predominant cause of system failure. Thus it is crucial to find the best solution
in module technology and design to ensure system stability, i.e. long lifetime and reliability while
keeping the losses due to encapsulation at a low level. The main stress factors that cause failure of
a PV module are:

e Irradiance: sun, sky

Humidity

Moisture: rain, dew, frost

Temperature: heat, frost, night-day cycles

Mechanical stress: wind, snow, hail

Atmosphere: salt mist, dust, sand, pollution

12.1.1 Module materials

In a PV bulk silicon modules the active component is sandwiched between two polymeric encapsu-
lants, protected with a transparent top surface, a rear layer and a frame around the outer edges.
In most modules, the top surface is glass, the encapsulant is EVA (ethyl vinyl acetate) and the rear
layer is Tedlar or glass, as shown below.

Front surface material

The front surface material must have high transmission in the wavelengths which can be used
by the solar cells encapsulated in the PV module. Moreover, it should also present a low reflection
property. Besides the optical properties, the top surface material should be impervious to water,
should have good impact resistance, stable under prolonged UV exposure and should have a low
thermal resistivity. In most modules the front surface is used to provide the mechanical strength
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Figure 12.1: Typical lay-up stack for ¢-Si PV module.

and rigidity, therefore either the top surface or the rear surface must be mechanically rigid in order
to support the solar cells and the wiring. Tempered, low iron-content glass is most commonly used
as it is low cost, strong, stable, highly transparent, impervious to water and gases and has good
self-cleaning properties.

Encapsulant
The encapsulants are polymers composed of repeating structural units (monomers) typically
connected by covalent chemical bonds. Depending on their characteristics properties we can have:

e Thermoplastics: polymer which softens with temperature and can be made to flow. It can
be viscous / elastic / plastic... (e.g. polyvynyl butyral (PVB), Thermoplastic Polyurethane
(TPU), Iononers...)

e Thermoset: polymer which undergoes a chemical change to produce a networked polymer
(after cross-linking, vulcanization, ets.) (e.g. Ethylene Vinyl Acetate (EVA), polyurathane
casr resins (TPU), Polyacrylate cast resins...)

The encapsulant is responsible to provide adhesion between the solar cells, the top surface and
the rear surface of the PV module. Moreover, the encapsulant should be optically transparent and
should be stable at high temperatures and high UV exposure. EVA is the most commonly used
encapsulant material because it is cheap, stable and reliable under long time exposure.

Rear surface

The backsheet of a PV module is responsible to provide physical and mechanical stability and
also prevent the ingress of water or vapour water. The backsheet should present a good adhesion
with encapsulant and the J-box adhesive, good weatherability, high internal reflectivity, resistant
to abrasion or scratch and pass successfully fire tests. In most modules, a thin polymer sheet,
typically Tedlar, is used as the rear surface because it has excellent UV and chemical resistance.
However, there are on the market other backsheet materials such as polyester (PET), multistack
materials (PVF-PET-PVF (TPT) and also backsheet which include metals (PVF-AI-PET). Special
modules can be found with glass at the back. For example, the use of bifacial solar cells required
light trapping from either the front or the rear of the module.

Frame
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After assembly all the components of a module, the module can receive an edging (no frame)
or be protected by an aluminium frame. The frame structure should be free of projections which
could result in the lodgement of water, dust or other matter.

12.1.2 Module manufacture

The most common PV module manufacture process is the Vacuum Laminator Line. The overall
back-end module manufacturing process is illustrated in figure [12.2

1. Glass
5. Edge 6. Testing handling
trimming, /"’ <
Framing, ot

Contacting

Figure 12.2: An overview of the process flow of PV module manufacturing. El

The lamination process is composed of 6 steps:

1.

2.

Glass handling

Stringer: in this section dedicated solar cells are stringed (soldering process) to form the full
module array.

Lay up: all materials are assembled together based on the structure presented in figure [12.1

. Lamination: module layup is introduced in the laminator and a typical temperature and

pressure profile (T-P-t profile) is applied. The module layup first undergoes a preheating
step (lasting 100 - 5005s), with the aim of easily removed the air entrapped in the module
layup to minimize the risk of voids formation. After the pre-heating step, the softening
temperature of the encapsulant should be reached and the pressure on the module is applied.
The curing step starts taking place by typically 300 - 900s. The hot press is required to
suppress any bubble or void remaining in the encapsulant. An overall encapsulation cycle
can take 10 to 20 minutes.

. Post-lamination: it includes an optional active cooling process, where PV module cool down

rapidly to room temperature under 1 atm pressure. The post-lamination also includes the
edge trimming, the placements of the junction box and the framing.

'H. Li, Open the Black Box: Understanding the Encapsulation Process of Photovoltaic Modules PhD thesis, Ecole
polytechnique fédérale de Lausanne, 2013.
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6. Testing

12.2 Characterization

There are different test methods that can be used to characterize materials and modules.

12.2.1 Material Characterization

There are many different encapsulants that can be used during the module lamination. The selection
of the best encapsulant is based on the properties required for the different case studies. These
properties can be quantified based on:

1. Tensile test

The tensile test is a fundamental materials science test in which a sample is subjected to a
controlled tension until failure. From the obtained stress-strain curve, the Young modulus
is given by its slope. From this test we can differentiate 4 different classes of materials: a)
strong fibre; b) brittle material; ¢) tough plastic and d) elastic / rubber.

A brittle material. This material is also strong because there is little
strain for a high stress. The fracture of a brittle material is sudden with
little or no plastic deformation.. Glass is brittle

o
Stl'eSS A strong material which is not ductile. Stee
/ Pa wires stretch very little, and break suddenly

A ductile material
after the elastic region
there is a strange
section where 'necking
occurs - permanent
deformation occurs in
this ‘plastic region

A plastic material -
very small elestic
region.

e (strain)

Figure 12.3: Stress-stain curves for typical material classifications.

2. Dynamic Mechanical Analysis (DMA)

DMA is a technique widely used to characterize material’s properties as a function of tem-
perature, time, frequency, stress, atmosphere or a combination of these parameters. With
this test we can quantify the glass and melting transitions over a wide range of temperatures.
At low temperatures polymer is its brittle state. By increasing the temperature the Young
modulus is reduced of 3 orders of magnitude over typically 10 - 20°C. The material reaches
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an elastic behaviour. If temperature is further increased polymer will reach its melting tem-
perature passing a viscoelastic state and finally, a complete viscous state. With this study
we can quantify the ideal lamination temperature for different types of encapsulants.

The glass transition temperature can be changed by adding molecules, such as plasticizers,
to our polymer formulation. Plasticizer is a material that enhances the processability or
flexibility of the polymer. These compounds may reach 50% in some polymer formulations.

The peroxides are other type of compounds which are added to the polymer formulation.
These elements promote the creation of a network polymer which has new covalent bonds
between macromolecules, the called cross-linked effect.

3. Adhesion test

There are different methods used to measure adhesion: lap shear, compressive shear and peel
test. The selection of the best test is based on the type of materials we want to study (rigid
material, flexible material...). In all this types of tests, the maximum force until the test
specimen breaks / delaminates is a measure of the adhesion of the polymer to the substrate.

The value for adhesion can be expressed in Nmm™2 or Nmm™!.
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Figure 12.4: (a) Modulus values change with temperature and transitions in materials.
(b) Effect of plasticizers and (c) effect of peroxides on the modulus properties

4. Moisture vapour transmission rate (WVTR)
The WVTR is a measure of the passage of water vapour through a material. The moisture
ingress in polymers obeys a diffusion law. The important parameters are:
e the diffusivity of the water vapour in the polymer, D

e the concentration of water vapour in the polymer at saturation Cgut
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12.3 Reliability and Norms

Commercial modules are generally sold with a product guarantee (2-10 years) and a performance
guarantee (typically 90% of nominal power at 10 years and 80% after 25 years). The guarantee of
a PV module is given by the company based on a typical certification for PV modules: IEC 61215
for ¢-Si PV modules. By applying Accelerated lifetime tests (high stress factors) we can predict
how a module will perform in an outdoor condition. Within this test method we have:

e Thermal-Cycling test: determine the ability of the module to withstand thermal mismatch,
fatigue and other stress caused by repeated changes in temperature. During this test modules
are subjected to cycles in temperature ranging from —40°C and 85 °C with current injection
equal to the STC peak power current of the module.

e Damp-heat test: determine the ability of the module to withstand the effects of long-term
penetration of humidity. Modules are subjected to with high temperature (85°C) and high
humidity (85%) during 1000 h.

e Mechanical load test: determine the ability of the module to survive wind, snow, static or ice
loads. Module is mounted in a support and load of 2400 Pa is gradually applied during 1 h in
sections of load and suction.

e Hail test: determine the capability of the module to withstand the impact of hailstones. For
this test, module is installed vertically and ice balls with a diameter of 25 mm are shoot at
23ms~ ! at 11 specific locations.

The figure shows all test sequence which has to be performed for a PV module certification.

8 Modules
Preliminary Characterization
Tests 1 Control Module
1 Module
2 Moljules 2 Modules 2 Modules
Perfwm,a“c,e 200 Thermal Cycles 1000 hours of Damp
Characterization UV Preconditioning -40Cto+85¢C Heat
NocT With current flow 85 CI85 % RH
Temp Coef
Performance at STC
Performance at NOCT
Performance at Low [
Irr 50 Thermal Cycles
40Cto+85C Wet Leakage Current
Outdoor Exposure 1 Mgdule 1 Mgdule
Test
Mechanical Load
10 Humidity Freeze Test Hail Test
Cycles
Bypass Diode
Thermal Test 1.Mqdule
Robustness of
Termination
Hot Spot Test

Final Characterization Tests

Figure 12.5: Diagram of test sequence based on the IEC 61215 qualification tests
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The main failure modes observed in PV modules in outdoor installations are:

interconnect failures: it can happen due to the temperature cycles in between day and night

hot spots: it can cause visual defects on the front and rear side of the module(>300°C) and
it can induce glass breakage, EVA melting or backsheet foil melting

cracked cells
broken glass
encapsulant yellowness: can be avoided by choosing compatible materials

moisture ingress: avoid ”contaminants” getting into the module by choosing a good packaging
material

delamination: EVA + HyO + UV = CH3COOH (acetic acid) which produces yellowing of
the polymer and loss of adhesion. It can be reduced by adding stabilized materials to the
EVA formulation.

corrosion / degradation (TCO): due to the AV, ion migration and water, TCO start delam-
inating. We must choose ”clean” materials which retards / avoid the ion migration from
glass.

12.4 Cost

Labor cost Operation
and maintenance

Equipmento,
Building

Materials
27%

Figure 12.6: Main costs at module and material level

With this in mind, the goals are:

long lifetime (chemical stability, electrically immune, stable and good optical properties, ther-
mal stability)

security (electrically, non-toxic, fireproof, mechanically robust, weight)
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e low cost (abundant and safe materials, recyclable, fast and automatable processes, low energy
consumption processes)

e minimization of grey energy and energy payback time
e aesthetics

e casy building integration



Appendix A

Band gap and effective masses

A.1 Bandgap

Properties of the bandgap are most directly probed by measurements of the absorption coefficient.
Figure shows data for silicon in the temperature range between 4 - 415K [67, 25]. At the lower
temperatures there two clearly distinguishable changes of the absorption coefficient that occur at
1.08 and at 1.23eV. Both of them shift to lower energy as the temperature increases, additionally
the one at higher temperature is no longer well distinguished towards room temperature. These
abrupt changes are interpreted as onset of indirect absorption processes with phonon assistance.
For the one at lower energy, the photon actually has less energy than the bandgap, but it can still
excite an electron across the bandgap when the energy of the assisting phonon is added. As the
phonon is provided by the lattice, this process becomes less and less probable at low temperature.
For the absorption process at higher energy the assisting phonon is emitted into the lattice. As
this process can always take place, it is only little impacted by the temperature.

The right panel of figure shows the energies of the transitions with respect to temperature.
The strongest phonon assistance takes place with an energy of 60 meV, but at low temperature the
right panel in figure shows that there are also contributions of phonons with energy of 20 meV.
The energy of the bandgap is subsequently found in the middle between these transitionsﬂ To
find the value of the bandgap we must still take into account that the absorption process does not
immediately create a free electron-hole pair but a bound entity called exiton. The true bandgap is
only obtained after adding the binding energy of the exciton which is 14 meV in case of silicon.

The right panel in figure shows that the bandgap varies little at low temperature, but even-
tually it bends into linear variation around room temperature and above. The transition between
these regimes is rather generic for a variety of semiconductors and can be described empirically as
follows [68]:

E, = E,(0) — aT?/(T + B) (A1)

For silicon, the parameters are £,(0) = 1.169eV, a = 4.9 x 107*eVK~! and 8 = 655K [68, 69,
70]. Alternatively, Péssler suggested a more detailed model to capture the two major physical phe-
nomena of the temperature dependence, namely electron-phonon interactions and thermal lattice
expansion [71].

!The diagram includes energies of additional phonon-assisted processes at energies below 1.05 eV, so-called replicas
[25]. These are explained by transitions between the equivalent minima of the conduction band, so-called f- and
g-processes that are mediated by similar phonon energies.
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Figure A.1l: Temperature dependence of the absorption coefficient in silicon (left, |67,
25]) and energies of the phonon signatures (right).

Besides the indirect transitions in silicon, Figure shows that there are states at an energy
of 3.4eV directly above the VBM. Incidentally, this is exactly the energy where the absorption
coefficient of silicon in figure has a kink and reaches the same level as the one of the direct
semiconductor GaAs.

To identify the type of the contributing phonons, figure reproduces the phonon dispersion
diagram of silicon [72]. Different from electronic waves, phonons start at the origin with two linear
dispersion relations according to hw = ck. These are called acoustic branches since they describe
the propagation of sound in the solid by means of transverse and longitudinal waves. Towards the
edges of the first BZ the branches start bending and eventually they fold back into the optical
branches. Light excites more easily with optical vibrations than acoustic ones, and among the two
preferably with the transverse ones since its electric and magnetic field amplitudes are perpendicular
to the propagation direction. The transitions with energy of £60meV can thus be identified with
transverse optical phonons whereas the weaker ones with 20 meV are due to transverse acoustic
phonons.

Mathematically, the indirect absorption process can be described in terms of a quantum-mechanical
transition probability from a state in the valence band |v) to a state in the conduction band |c)
using Fermi’s Golden Rule of second order.

2
Wesg = Z (c|Her + Hei|m) (m|Her + He|v) ) 2£5

o— = 5(E.— E,) (A.2)

m

Here, H., and H.; are the Hamiltonians that couple the electronic states to the radiation field and
to the lattice vibrations, respectively. The d-function selects among the infinitely many intermediate
states |m) those that comply with energy conservation. Thus, emission or absorption of a phonon
takes an electron from the VB almost horizontally into a virtual state within the bandgap, followed
by the absorption of a photon whose energy takes it vertically up into a free state in the CB. The
reverse order can also happen, but the term FE,, — F, in the denominator yields a larger number
and thus it contributes much less to the overall transition probabilityﬂ The absorbed power is
obtained by weighting the transition probability with Aw and summing up all the contributions of
possible transitions. The Poynting theorem subsequently provides a link to the imaginary part of
the permittivity:

*Details on the evaluation of the integrals can be found in the textbook of Hamaguchi [73].



A.2. EFFECTIVE MASS 123

1
P = hw Z; Wy—se = §WE0€”E0ES (A.3)
Ee kv
Alternatively to this heuristic link between the transition probability and the imaginary part of
the permittivity, a more rigorous treatment requires the use of the density operator [74]. Once the

imaginary part is obtained, the real part can be obtained by a Kramers-Kronig transformation.
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Figure A.2: Dispersion relation of phonons in ¢-Si (digitized from [72]).

A.2 Effective mass

In the main text, effective masses were defined in the context of eqns. and . There, we
argued that the 1D dispersion relations resemble parabolas close to the CBM and the VBM. More
generally, the dispersion relation is defined in 3D E—space where a second order Taylor expansion
around an extremum of the energy ideally yields ellipsoids or saddle-points which can have up to
three different radii of curvature. Accordingly, there may be up to three effective masses for a given
band. Even though this yields already a lot of complexity, in the next section we will encounter
situations where the approximation with ellipsoids is still not sufficient.

A.2.1 Valence band

In silicon, the VB is composed of three bands shown in figure [3.5] There is a single band at low

energy (purple) followed further up by two more bands that are identical from L over I" to X (green

and yellow). A closer look to the right of the diagrams reveals that one of them is flatter between

I' and K (yellow). The properties of these three bands can be described by k - p perturbation

theory taking into account spin-orbit coupling. The first band is thus associated with an angular
momentum of j = 1/2 and its energy surface can be described as follows [15]:

2.2

Ey=—-Ag— A% (A.4)

In silicon the curvature is characterized by the single parameter A = 4.28 which corresponds to

an effective mass of m}, = 0.24 my and a spherical shape as shown in figure We call this band
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the split-off band because the parameter Ay = 0.044 eV locates it below the common maxima of
the two other bands which are associated to j = 3/2:

h2k?
By = Ay — + \/B%4 + C2(k2K2 + k2K + k2k2) (A.5)

In silicon the parameters of these two bands are B = —0.68 and C? = 24. This yields energy
surfaces resembling an octaeder with rounded corners and a cube with rounded corners and dented
sides. Owing to its large curvature the octaeder-shaped band is called light-hole band whereas
the cube-shaped one is called heavy-hole band. As the shapes are clearly not elliptical, effective
masses can be defined only locally in different directions or in terms of averages, either over specific
directions in k-space, or over all possible directions. The latter procedure yields effective masses of
my;, = 0.15 mq for the light hole and mj, = 0.5 mg for the heavy hole , .

Figure A.3: Hole energy surfaces of silicon for the split-off band (left), the light-hole
band (middle) and the heavy-hole band (right).

For the calculation of the DOS we should take into account the different curvatures of the bands
when doing the coordinate transform of the Jaobian. Moreover, the split-off band does not contain
holes at low temperatures, it is occupied only at room temperature and above. Accordingly, the
following expression was suggested for the DOS effective mass [76]:

mivs.os = (M) + (i) + (mipe™ 7 )?) (A.6)

For the case of silicon, this yields an effective DOS hole mass of mj, 5 pog = 1.15 mg at room
temperature.

The electric conductivity for holes is obtained by o = gpu where i = g7/mj. Therefore, we
should use the harmonic mean of the effective masses:

1 1 1
oy =3 A7
mVBJ (mso mlh " mZh) < )

This yields a value of m}"/BJ = 0.21 mg. For the effective mass appearing in the thermal
velocity, yet a different averaging was proposed to take into account the warped shape of the upper
two bands, resulting m}",Bﬂ) =0.41 myg .
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1.0

Figure A.4: The energy surface of the conduction band in silicon consists of 6 equivalent
ellipsoids located at 0.85X along the main axes.

A.2.2 Conduction band

Different from the VB, the CB is not degenerate in the sense that different bands have the same
energy for a range of k, but figure[A4]illustrates that there are six equivalent ellipsoids at a distance
of 0.85X along the main axes, all of them having the same energy. The low curvature parallel to
the axes gives rise to a large longitudinal effective mass of m; = 0.91 mg whereas the identical
curvatures in the two directions perpendicular to the axes yield a transverse mass of m; = 0.19 my
. Entering the six ellipsoids into the coordinate transformation of the Jacobian, we obtain
the following relation:

MeB,pOS = 623 (mt (my )1/2) (A.8)

Thus, we obtain mga pos = 1.09 mq for the calculation of the DOS effective mass. For the
conductivity we should again use the harmonic mean:

2 1\ !

my o mj
This yields m¢p , = 0.26 mo. The averaging proposed for the effective mass appearing in the
thermal velocity yields a slightly higher value of my, B = 0.28 mo .
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Appendix B

Degenerate semiconductors

Effects of high doping concentrations semiconductors become noticeable when the carrier densi-
ties approach the effective density of states. If carrier densities become yet higher, we call the
semiconductor degenerate. Typical cases are the highly doped layers close to the contacts, or a
semiconductor illuminated with high light intensity, or a junction under very strong forward bias.
In the first case, we imagine a plasma of free carriers that floats between the immobile cores of the
ionised dopants, the other two cases are characterized by a neutral plasma of electrons and holes.

B.1 Band gap narrowing (BGN)

A very fundamental effect of high carrier densities is the modification of the bandgap itself. To
understand this, let us draw an analogy to the electrons of the hydrogen molecule; in that case,
the overlap of the electronic wave functions between the cores yields the binding energy of the
molecule. Similarly, the correlation energy of the free carrier plasma can become strong enough to
alter the binding energy of the atoms within the semiconductor. In case of high doping we have
the two types of doping as the correlation energies between the majority carrier plasma and the
ionised cores are different for for the case of electrons and of holes. In case of high injection, the
correlation energy of the neutral plasma due to free electrons and free holes is different again. All
cases result in band gap narrowing (BGN), but the amount differs for every one of the three cases
as in the first two cases only one of the majority Fermi-levels approaches the band edge, whereas
in the third case the quasi Fermi-levels split and both approach their respective band-edges.

The effect of BGN is important for all expressions that involve n? since this quantity scales
exponentially with the bandgap energy. For solar cells, the most prominent example is the satu-
ration current density. Some of the experimental data on BGN was even determined from studies
of jo,e in highly doped emitters. The literature was critically reviewed by Altermatt and related to
a rigorous quantum-mechanical treatment of BGN [18] as older literature did not always properly
account for the various effects. Figure illustrates this for the two polarities of silicon. Thick
full lines represent the quantum mechanical calculation whereas dashed lines in illustrate a simple
empiric model for BGN that predicts the same extent for both [79]. Once the positions of the bands
are determined, we can use them as reference to overlay Ef.

B.2 Fermi-level position

For non-degenerate doping and as long as the Fermi-level is more than than 3 kT away from the
band-edge, we can use the Maxwell-Boltzmann approximation which resulted in eqns. (3.14) and
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Figure B.1: Fermi-level and band structure with respect to carrier density of p-type
(left) and n-type silicon (right). Thick continuous lines illustrate results of a quantum
mechanical calculation. Thin dashed lines represent empiric models for BGN and the
approximations for non-degenerate and degenerate statistics. For the latter two, the inset
illustrates how they deviate from the rigorous results.

(3.15)). We reproduce the result for the electron density n, the one for the hole density p reads
accordingly:

(B.1)

—(Ec — Epy,
n = Ng exp <( ¢ 2 )>

kT

For degenerate doping, we can once more use an approximate treatment when the Fermi-level
is more than 3 kT from the band edge. In this case, we use the 0K approximation which is
commonly applied to metals. This means that the Fermi-Dirac statistics simplifies into a step
function. Starting from the state with the lowest energy at the origin of k-space, we fill all states
below the Fermi-energy with two carriers of opposing spin until the ensemble of the filled states
occupies the so-called Fermi-sphere around the origin. Then, the carrier density n corresponds to
the number of unit cells that we can fill into this sphere. The radius of the sphere is the Fermi
wave-vector which is given by k% = 37?n. Accordingly, the Fermi energy is Ep = (hkp)?/2m*.
This yields:

n

1@W@m—%»3 4 (@M;%»g (B.2)

= — = N
372 A2 3 7 C k

Both relations can easily be inverted to give Er,, as function of n. In fig. they are plotted by
the dashed lines with respect to the empiric relation for BGN. The insets illustrate their respective
ranges of validity at £3kT away from the band edges. For the region in between we have to either
carry out the correct integration, or use a somewhat more difficult approximation as proposed by
Aymerich and Humet [80]:

-1
> (B.3)

The latter relation is shown by the black line connecting the non-degenerate and the degenerate
approximation. The accuracy of eq. (B.3) is better than 0.5% in the critical region around the

Njw

.
n~ N¢ <e—EF/kT - 3\4/7? [EF/kT +2.13 4 (|Ep/kT — 2.13)*2 + 2.6*?) 22}
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band edge and it gives the correct asymptotic behaviour, meaning that it contains the exponential
relationship of the non-degenerate case as well as the power law of the degenerate case.

B.3 Ionized impurity scattering
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Figure B.2: Mobilities p-Si (left) and n-Si (right). Full and dashed lines illustrate the
majority and minority mobility, respectively. Data from PV-Lighthouse.

High carrier densities have a profound impact on the charge carrier mobilities. At low doping
concentration, the mobility is limited mostly by phonon scattering, i.e. by lattice vibrations. At
high doping concentrations, charge carriers are scattered in the potential of the ionised impurities.
Carrier transport in the presence of scattering is described by the Boltzmann transport equation
after inserting an adequate expression for the differential scattering cross section ¢ in the collision
term. The Coulomb interaction between charged scattering partners such as a free charge carrier
and an ionised core is described by the Rutherford scattering cross section. The expression is iden-
tical for attractive and repulsive potentials, therefore we would not expect a difference for majority
or minority carriers. Nevertheless, in highly doped material the Coulomb potential becomes in-
creasingly shielded by the plasma of the free carriers, turning it eventually into a Yukawa potential.
We distinguish Debye shielding for low doping and Thomas-Fermi shielding for the degenerate case.
The hump in the minority mobility of fig. is explained by the fact that other than the Coulomb
force, the shielding effects are not the same for attractive and repulsive interactions. The former
apply to majority carriers and their ionised cores, the latter to minority carriers and the ionised
cores, and the difference becomes especially important for high doping concentrations.

B.4 Free carrier absorption

When we describe the charge carriers in the solid by electronic wave functions, semiconductors
are no different from metals. Thus, we should be able to describe the optical properties of free
charge carriers similarly to the description of metals, except with a much lower density. Under the
assumption of a solid filled by a plasma of free carriers, Drude obtained the following frequency
dependence of the permittivity |19} |20]:
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Figure B.3: Spectral absorption coefficient of p-Si (left, B-doped) and n-Si (right, As
and Sb doped). The free carrier part at low energies varies like (Aiw)~2 in accordance to
Drude theory (lines). In n-Si, the humps at 0.6eV are due to an absorption within the
CBs. Data digitized from [81}, |82, 83].
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Here, wy, is the plasma frequency given by w, = y/ng?/(egm*) where n is the electron density

(replaced by p in case of holes) and 7 is the relaxation timeﬂ If the frequency of the incident light is
less than wy, the free carrier plasma is able to follow the excitation and prevent the electromagnetic
field from entering the medium. Consequently, the incident light is reflected in this range of
frequencies. In case the frequency of the incident light exceeds w,, the plasma can no longer follow
the excitation, and consequently the medium becomes transparent. In between, there is the region
of free carrier absorption (FCA). The absorption coefficient associated to FCA is illustrated by the
lines in figure Note that in case of n-Si there is an additional absorption effect 0.6 eV due to
intra-band transitions [81].

The excitation of plasma oscillations does not create electron-hole pairs but plasma oscillations
that ultimately dissipate the absorbed energy into heat. The FCA is therefore considered a parasitic
absorption effect. In solar cells we can reduce absorption losses in the n-doped region at the front
by using a selective emitter where the doping concentration between the fingers of the metal grid
is reduced.

B.5 Burstein-Moss shift

Besides absorption in the IR, the results in the previous section suggest that also the fundamental
absorption should change with high doping concentration. Normally a semiconductor absorbs light
whenever the photon energy exceeds the band gap energy and the onset is exactly at the bandgap
energy when an electron from the VBM gets excited to the CBM. However, in a degenerately n-
doped semiconductor the lowest states of the CB are occupied by a electrons. Likewise, a degenerate
hole density means that the states at the VBM are empty (filled by holes). In both cases, transitions

!The relaxation time 7 depends on the effective mass and the mobility. For the former we should use conductivity
effective masses as discussed in appendix [A.I] For the latter, he dashed lines in fig. [B-3] were modelled with the
theoretical mobilites of fig. In a few cases lower values would be needed to better fit the data.
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involving states directly at the band-edges are forbidden, either because there are no electrons in
the initial states at the VBM, or because the final states at the CBM are occupied. The absorption
onset is thus shifted to an energy that can excite electrons from the highest VB state filled by
electrons into the lowest CB state that is free. The widening of the optical gap with respect to the
bandgap is called Burstein-Moss effect.

Figure suggests that we can expect the Burstein-Moss effect in n-doped silicon for carrier
densities higher than 10 ¢cm™3. For lower doping, BGN prevails. In fig. neither of the effects
is directly visible since the weak absorption of silicon close to the bandgap is easily hidden below
an absorption tail of FCA.

B.6 Coulomb-enhanced recombination

Historically, highly doped samples were used to investigate the Auger effect in silicon and to de-
termine the Auger coefficients in eq. . Later measurements with lowly doped material found
larger coefficients, suggesting a dependence on the bulk doping [37]. The enhancement was even-
tually explained by Coulomb attraction between electrons and holes which can form a bound state
called exciton [27]. In highly doped samples the plasma of free-carriers increasingly shields the
Coulomb attraction and thus the enhancement is no longer observed. The resulting lifetime with
Coulomb-enhanced Auger recombination is illustrated figure by the blue and red lines for n-type
and p-type material, respectively.
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Figure B.4: Impact of Coulomb-enhancement on the lifetimes associated to radiative
recombination (black) and Auger recombination (blue and red).

For the case of radiative recombination it seems that there was a different sequence of events.
The generally accepted value for the radiative recombination coefficient was measured on very lowly
doped silicon [25]. Later it was concluded that this yields a coefficient that is already enhanced
by Coulomb attraction; consequently it should be called Bj,,, and at high doping concentration
it should be multiplied by a factor B, as discussed by Altermatt [84]. The resulting radiative
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lifetimes are illustrated in figure [B:4] by the full black lines.



Appendix C

The efficiency limit of c-Si solar cells

In the main text, we wrote at several places that the efficiency of c-Si solar cells is limited by
Auger recombination. In this chapter we will discuss the main elements that are needed to come
to this conclusion. The line of thought is as follows: Looking only at the value of the bandgap, c-Si
would be able to generate a photocurrent of 46 mA cm ™2 under the AM1.5g spectrum. Since silicon
has a low absorption coefficient, we need a thick cell to get close to the potential photocurrent.
However, by spreading the generation over a large cell thickness we reduce the resulting excess
carrier density. According to eq. this results in a low V,.. On the other hand, in a very thin
cell the current would be lower, but the generation rate and thus the excess carrier density would
be higher, leading to a higher V,.. Somewhere in between there is an optimum thickness, and it
turns out that the corresponding generation rate falls into the region where Auger recombination
dominates over radiative effects.

We follow an argument of Tiedje [41] who first pointed out the limitation of c-Si solar cells by
Auger recombination. According to the superposition principle, the j(V') characteristic is simply
the sum of the recombination current and the photocurrent where the former is expressed with the
recombination rate R and the cell thickness d:

(V) =qdR — jp = qdAn/Tepf — jL (C.1)

The voltage V' enters through the excess carrier density An, and indirectly two more times
through the dependence of R and j; on An. To relate V and An, we make use the np-product.

Er,—FE
np = (no + An)(po + An) = n? exp <m> (C.2)

To identify the voltage in this expression, we have to apply ideal selective contacts to the cell. In
that case, the potential between the two external electrodes is the same as the splitting between the
QFLs inside of the semiconductor. To construct the j(V) curve, we start by setting an operating
voltage V' and resolve the np-product for An. The solution is slightly complicated by the fact that
also n; depends on An. This is due to band gap narrowing in case of high excess carrier densities
118].

C.1 Photocurrent

To calculate the photocurrent, we follow again the derivation of eq. (4.16)), i.e assuming zero re-
flection at the front, and perfect reflection at the rear. To account for light scattering, we modify

133
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Figure C.1: Maximum achievable photocurrent in c-Si vs. the absorber thickness, as-
suming pure band-to-band absorption, zero front reflection and perfect reflection at the
rear. Circles and squares denote flat interfaces and Lambertian scattering, respectively.

the outcoupling at the front as discussed in the section after eq. (4.16]), and to account correctly
for the transmitted intensity after each of the passages through the absorbing medium, we replace
each occurrence of exp(—ad) by a more general expression T'(ad).

A — Qpp (1 — T(de)) + T(ad) (1 — T(ad))
7 ey + aroa 1— T%(ad)(1 — 1/nZ,)

(C.3)

For Lambertian light scattering and a weakly absorbing medium, the average path length
enhancement is equal to two. ie. T(ad) = exp(—2ad). In all generality the approximation
of weak absorption is not fulfilled, and then the angular distribution of Lambertian scattering
is no longer maintained within one passage through the medium. If we can still assume that
the angular distribution is re-established by the scattering event at the next interface, T'(ad) =
exp(—ad) - (1 — ad) + (ad)? - Ei(ad) where E;j(ad) is the exponential integral [6].

In eq. , the absorption coefficient « is the sum of two parts, @ = ap + apca where ay,
is the regular band-to-band absorption of silicon which yields electron-hole pairs and ultimately
the photocurrent. The term apca is due to free carrier absorption as discussed in appendix
Alternatively to deriving the absorption coefficient from eq. (B.4]), a parametrisation for n- and
p-doped silicon was proposed by by Ridiger [85|[| Finally, e includes a weighting factor
which ensures that the photocurrent is calculated only with that part of the absorbance that actually
creates electron-hole pairs.

To calculate the photocurrent, we weight the absorbance Ay, of eq. with the incident photon
flux, and we integrate over the spectral range of interest. The photon flux is obtained from the
spectral illumination intensity after dividing by the photon energy E = hc/\, and for the ideal cell
it is assumed that every absorbed photon creates an electron-hole pair.

!Note that our treatment is slightly inconsistent. To do it correctly, we should consider the different susceptibilities,
compose the permittivity, and calculate the refractive index and the absorption coefficient from there.
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Figure shows the dependence of j; on the cell thickness d for flat interfaces and for ideal
Lambertian scattering (in both cases for short circuit, i.e. without the effect of free carrier ab-
sorption). In the former case, a device thickness of more than 1000 pm would be needed for a
photocurrent above 40 mA cm ™2 whereas 10 pm would be sufficient with ideal light scattering.

C.2 Recombination rate

The recombination rate R is the sum of R,,q and R 4yger which are inherent mechanisms. Assuming
an ideal cell in all other aspects, we will stick to these two in the following, SRH recombination
and surface effects will be discussed at the end of the next section.

C.2.1 Radiative recombination

Let us start with the radiative recombination rate R,,q. It is expressed in terms of the radiative
recombination coefficient Bj,,, which is obtained by integrating over the spectrally resolved rate of
spontaneous emission [25].

n2 E2 1
Blow = E = Si E .
low / d / 772(:2h3 exp (E/KT) — 1d (C.5)

For lowly doped material and low excess carrier density we can make a Boltzmann approximation,
resulting in Bjy, = 4.73 x 107 cm3s~! for silicon. At high excess carrier density, a correction
factor B, should be used [86]. The net radiative recombination rate is thus given by:

Ryad = (np - n?) Bie1 Blow (CG)

The photons emitted by a radiative recombination event can either leave the cell through the
escape cone, or they can be re-absorbed by the semiconductor in a process called photon recycling.
In the latter case, electron-hole pairs are generated and subject to the recombination rate once
more, just as if the preceding events of radiative recombination and re-absorption had not taken
place. Consequently, we can use a reduced recombination rate R;ad = (1 — Ppr)R,qq where Pppr
is the probability of photon recycling [5]. To find Ppr, we need the spectrally resolved radiative
recombination coefficient B(E) [25]:

As emission and absorption are reciprocal phenomena, the probability of photon recycling can
be expressed in terms of the cell absorbance A(\) according to the following expression [5]:

[ AN dE

| B(E

To evaluate the integrals, we use E = hc/A and replace the differentials according to dE =
(dE/dX\)dA. The absorbance A(XA) was discussed in the previous section and the integral in the
denominator yields once again the radiative recombination coefficient Bj,,.

Ppr =

(C.7)
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C.2.2 Auger recombination

The first estimate of the limiting efficiency by Tiedje was based on the recombination rate as stated
in eq. [41]. As discussed in appendix it was later found that Coulomb attraction enhances
the Auger effect in lowly doped silicon [28]. Based on additional experimental data, Richter adjusted
the parametrisation for the recombination rate as follows [29]:

Rauger = (np —n3) (2.5 x 107 geepno + 8.5 x 1072 gpppo + 3.0 x 1072 An®9?) (C.8)

The terms geen, and gepp describe the Coulomb enhancement at low excess carrier density. They
are given by geen, = 14 13+ (1 — tanh [(ng/No een)?%]) with Noeen = 3.3 x 1017 em™3 and gepp =
1+ 7.5+ (1 — tanh [(po/No enn)®53]) with Noepn = 7.0 x 1017 cm=3.

C.3 Efficiency limit

We are now in a position to evaluate R and jj, for different voltages and thus to assemble a j(V)
characteristic from which we can determine the MPP and the efficiency. To find the limiting
efficiency, we repeat the procedure for different cell thicknesses. The result is shown in figure
We find a maximum of 29.6% for a thickness of ca. 100 pm which is in agreement with the most
recent calculation of the limiting efficiency by of Schéfer [6]. Earlier results by Kerr and by Richter
are included for reference.
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Figure C.2: Efficiency limit for c-Si solar cells with ideal Lambertian light scattering,
w/o and with the effect of photon recycling (stars). Shaded characteristics refer to earlier
calculations by Kerr and by Richter [28, [5].

Figure also shows the importance of photon recycling. Looking at eq. , the emission
of photons with high energy is very unlikely because of the exponential term. Towards the other
end of the spectrum, the appearance of a prevents emission of photons with energy below the
bandgap except for those that are mediated by phonon assistance and some more in the IR that
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originate from arc 4. Taking both effects together, the energy of the photons emitted by radiative
recombination peaks very closely to the bandgap energy. However, the absorption coefficient of
¢-Si is very low for these energies, giving the photons a fair chance to be emitted through the front
interface. Thus, we can only hope to recycle an appreciable amount of photons if we use cells with
thickness greater than 200 pm.

We can modify the calculation of the efficiency limit to gain insight into some experimental
limitations. First of all, we can add recombination effects in the bulk and at the two surfaces.
The former can be achieved by simply a term with an empriric value for the lifetime into the
recombination rate, using R = An/7. This is also used in the parametrization of the Auger effect
[29]. The latter can be implemented similarly by using empriric values for the SRVs at the two
surfaces according to eq. . In this case we have to keep in mind that the contribution to
the effective lifetime is different for every modelled cell thickness. Figure [C.3] illustrates this for
lifetimes of 1 and 10ms and SRVs of 1 and 10cms~!. Regarding first the V., the high lifetime
and the low SRV do not show up appreciably, but choosing a low lifetime yields low V. for large
device thickness whereas high SRV is most noticeable at low thickness.

Next, let’s check the FF. We already mentioned in the main text that it is intrinsically related
to the V,. through the Lambert W-function, or in a good approximation by FFy =~ qV,./(qVoe +
4.7kT) [2]. In figure the FF values modelled for pure Auger recombination are rather high
since in the case the diode quality factor is n = 0.7. When we choose 7 = 1ms and S = 10cms™!,
the FF is massively reduced and approaches the characteristic for n = 2 for large and small device
thickness, respectively. Assuming less severe recombination by 7 = 10ms and S = 1cms™!, the loss
in FF is not as drastic and dashed line illustrates that the combined effect of the two assumptions
complies well with the values reported by AIST for their pFF, i.e. the FF without effects of the
series resistance [87]. The pFF as well as the FF values reported by Longi for their record cells
suggest bulk lifetimes above 10 ms and surface recombination velocity below 1cms™! [88].
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Figure C.3: Efficiency limit for ¢-Si solar cells after [89], additional data from |87, |88].

We can also include optical losses into the model of the efficiency limit. The eq. (4.16)) already
includes the option to describe primary reflection at the front as well as parasitic absorption losses
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in the rear reflector. In addition we can include parasitic absorption in a layer at the front by
slightly modifying the terms entering the infinite sum. For the panel of the j, in figure we
kept perfect anti-reflection, but we represent the front contact with a layer that absorbs like silicon
and has a thickness of 5 nm. This yields a uniform reduction of about 1mA cm™2. Adding a less
than perfect rear-reflector further reduces the current density predominantly for the thinner cells.



Appendix D

Finite cell

This chapter discusses the impact of the surface in case of finite wafer thickness. Figure
illustrates this for a solar cell with a metallic electrodes that form Schottky junctions with the
semiconductor. We will discuss the effect of the surface for the case of electrons in a p-region of
finite thickness H, using a procedure similar to the development of section [6.2

>
>

Front| n* SCan P SCRSchottky Rear
M

A 4

X

Figure D.1: Schematic band diagram for a solar cell with metallic rear contact under
forward bias in dark. The red dashed line illustrates where the effective surface recombi-
nation velocity Sesy is at a position where the band bending of the Schottky junction has
not yet started (the width of the space charge region is exaggerated for illustration).

D.1 Saturation current density of the finite bulk in dark

For the description we start once more with eq. :

d?n n Np,0
_ - __P D.1
dz? D,7, D, 1, (D-1)

For the finite case we must consider the decaying as well as the increasing part of the homoge-
neous solution, and since the inhomogeneity is constant, we have once more a very simple particular
solution:

139
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Z_ _ .z
Nhom = Clein +coe In

Npart = Np,o (D.2)
We apply the following boundary conditions:

1. At x = w,: We request that the minority carrier density at the edge of the SCR is defined
by injection (or extraction) according to eq. . Since the p-doped bulk is generally much
thicker than the SCR of the pn-junction, we may neglect w, and evaluate for x = 0 instead:

! qv
n(O) =c1+ C2 + Npo = NpoekT

2. At = H: We do not know the carrier density at the rear surface, but we do know the
current that flows through it. Thus, we request that the diffusion current density according

to eq. (3.42)) equals a surface current density as defined by eq. ([5.28]).

dn

i(x = H) = gD, —
j(x )=14q o

= ¢S (n(H) —no(H)) (D.3)
r=H

Thus, our second boundary condition becomesﬂ
H H H H
gDy, ﬂeﬁ — Ciefﬁ ; qSeff (Cleﬁ + 0267ﬁ> (D4)
Ly, Ly

The two boundary conditions in eqns. (D.3]) and (D.4) allow us to determine the constants c;
and c9, and to derive an analytic expression for the concentration of the electron density in the
p-region:

[npo (e —1)] - [Ssinh(4=2) + 2 cosh(4=2)]

inh H 1 Dn H
S sinh yrmiat cosh I

n(zx) = + Npo (D.5)

Finally, the current density is once again obtained by applying eq. (3.42) and evaluating the
result at = w, ~ 0. After rearranging a little, we obtain:

i = qDpn? | Scosh % + 12: sinh L—fi (e% B 1) D6)
" NaL, Ssinh% + %’:cosh% ’
jO,p

The term in the round brackets is once again the dependence on the applied voltage and the whole
term before can be defined as saturation current density jo,. The difference to the infinite cell of
eq. (6.14]) is given by the term in curly brackets which is called geometry factor Gr,. If we set Gy, =

'In principle we should write Sess because we do not refer to the real interface between silicon and the rear
contact, but to a virtual surface within the wafer for which the condition of purely diffusive transport still holds. For
the example of a metallic contact as shown in figure [D.I] we would define this virtual interface at the edge of the
SCR where the band bending of the Schottky contact starts.
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Figure D.2: Saturation current density of a 200 pm thick bulk region with respect to the
acceptor density N4. Full symbols refer to experimental results with metallisation on the
full rear area (90} |42} |40| 91|, open symbols refer to PERC and PERL cells [92, [93].

1, we reproduce the result of an infinite bulk region that was discussed in figure Figure
illustrates the impact of Gp for a 200 um thick bulk. For carrier densities above 5 x 107 cm™3,
the surface recombination velocity has no effect because doping levels above this value reduce
the diffusion length to values below 200 pm and surface effects are simply not noticeable at the
junction. For lower doping, jo, shows a strong dependence on the surface. For S,y in the range
of 0- 10cms™!, Jo,p can be reduced by almost two orders of magnitude with respect to the infinite
case, and the optimum bulk doping concentration is found at 1 x 106 cm™3. As eq. tells us
that the V. increases logarithmically with decreasing jy, such a gain could improve the V,. by
almost 120 mV.

Figure includes some experimental data of solar cells with passivated emitters at the front.
At the rear they had either full-area metallic back contacts without highly doped region, or localized
contacts with passivation. We can thus assume that jy is dominated by the rear. The former
fall close to the characteristic of infinite S, the latter are closer to S = 100cms~'. Overall,
the agreement suggests that the geometry factor of our rather simple treatment gives a powerful
description of the dependence on the wafer doping concentration.

D.2 Saturation current density of electron contacts

In the majority of silicon solar cells, the electron contact at the front is obtained by diffusion
in an atmosphere of POCIl3;. Thus, the doping profile is not constant and the calculation of the
geometry factor has to take into account a drift component. Consequently the continuity equation
can no longer be solved analytically. In case of phosphorus diffusion, the concentration profile
usually assumes a comparatively flat plateau close to the surface before it decays steeply into the
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kink. We can therefore try to apply the simple model to the n-region as long as we are aware of
its limitations. Figure shows experimental data of different diffusion conditions. The overlaid
curves were determined under the assumption that the surface-concentration remains constant over
the full n-region. Accordingly, n?, D, and L, were evaluated for these concentrations and kept
constant over the width of the n-layer. Finally, a thickness of H = 150 nm was chosen to reach a
”reasonable” correspondence with the data. Note that this is not the junction depth given by the
authors for their different diffusion profiles. Let us look at the salient features first, a few words of
caution are given at end of the section.
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Figure D.3: Saturation current density of diffused n™-regions with respect to surface
concentration. Full symbols refer to samples without surface passivation, open symbols
denote samples with SiO5 passivation. Full lines correspond to a Gg model with constant
doping equal to Np s and fixed values of Scf¢, the dashed line takes into account the
variation of the S¢;¢ with Np  for SiOg passivation.

Similar to the case of bulk doping in figure E the influence on Sy disappears for high doping
concentrations at the right side of figure [D.3] As before, this happens when the diffusion length
drops below the thickness of the n-region, here for a dopant concentration of 2 x 10?° cm™3. This
suggests that even a 150 nm thick region can shield the interior of the cell from surface effects as
long as it doped highly enough. Unfortunately, at these doping concentrations jg is already strongly
increased due to BGN.

A detailed investigation of surface passivation effects revealed that S s of the Si/SiOq interface is
not constant, but actually it varies with the surface concentration Np ¢ [94} 95|, see also figure
The dashed line in figure takes into account this variation of S,y with Np ¢ for SiO2 passivated
samples. In the region of low doping it corresponds extremely well with the experimental data.
Appendix [G] discusses the effect in more detail for the interface between silicon and silicon oxide.

In order to estimate the saturation current density of the front contact in a typical solar cell,
we can proceed as follows: Let us assume that we have a surface concentration of 1 x 102 ¢cm™3
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after the diffusion of phosphorus. For the metallised area the surface recombination velocity Sey
is around 1 x 10° cms~! and we read off Jo,met ~ 1000 fA cm~2. Between the fingers we can assume
that the surface is well passivated by a dielectric, resulting in S.;y = 100 cm s~! and we read off
Jo,pass ~= 400 fA cm 2. The total saturation current can now be calculated by weighting these values
with their respective area fractions:

jO,tot ~ f : jO,met + (1 - f) 'jO,pass (D'7)

Here, f is the fraction of the metallised area and the example suggests joor ~ 460fA cm ™2

As a second example, we can consider a process where the surface concentration of phosphorus
was reduced to 1 x 10 ecm™2 by a drive-in diffusion. For the same fraction of metallised area,
we can estimate jo ot & (0.1-2000 + 0.9 - 20) fA cm ™2 = 218 fA cm™2. Plugging these values into
eq. with a typical photocurrent of j;, = 40mA cm ™2 and forgetting for a brief moment the
contribution of jo,, we estimate that these front contacts could potentially give V,. of 655 and
674 mV, respectively. The difference of 20mV is not as spectacular as the one in the previous
section, but it is still significant and worth the effort of the drive-in annealing.

In advanced cells the metallisation fraction is obviously much smaller and a so-called selective
emitter is used. In this case, the doping concentration is enhanced only in those regions where
eventually a metal contact with high St is added. In the regions in between where a passivating
oxide or nitride is applied, the doping concentration can be reduced to the minimum that is needed
for lateral current transport between the contact fingers. For the optimum values and f = 0.05, we
can project jo tor & (0.05 - 1000 + 0.95 - 10) fA cm™2 = 59.5fA cm 2.

Before we proceed, we should add a few words of caution to the interpretation of experimental
data in figure [D-3]

e The theoretical characteristics are based on Boltzmann statistics whereas for the dopant
densities in the right part of the figure clearly Fermi-Dirac statistics should be used [95].

e The equation for Gr was derived by assuming a pure diffusion current and constant dopant
concentration. Even if we use Boltzmann statistics, the presence of a diffusion profile yields
band-bending and we have to take into account the drift current. Analytic solutions are
more difficult and generally rely on additional assumptions |96} (97|, or we have to revert to
numerical simulation.

e The electron density n was approximated with the donor concentration. This is accurate
only for low doping, but as the Fermi-level rises close to the CB, the ionisation probability of
the dopant atoms drops to 75% for dopant concentrations around 2 x 10'® cm™3. For higher
doping, it approaches unity again [98].

e For concentrations above 2 x 10?Y cm™3, phosphorus is actually no longer soluble in silicon
at the temperatures that are typically used for phosphorus diffusion [50]. The dopant source
can obviously have higher concentration and force more phosphorus into a region close to the
surface, but the excess above the solubiltiy limit is not incorporated on substitutional lattice
sites and generally does not act as dopant. Instead, phosphorus forms inactive clusters that
contribute to recombination [99]. The total phosphorus concentration is typically measured
with SIMS (secondary ion mass spectroscopy) whereas the electrically active concentration
can be measured with ECV (electrochemical capacitance-voltage profiling). Note that the
data in figure was taken from a variety of sources, partially based on SIMS and partially
on ECV.
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A correct treatment of jg, is discussed in ref. [95] and integrated into EDNA, a numerical
calculator that is freely accessible on the website PVLighthouse. It offers a variety of predefined
dopant profiles and it accepts also uploaded data.

D.3 Finite bulk with uniform generation

Let us continue with the finite bulk, but this time with a constant generation profile G. We can
directly use the differential equation for the transport of minority carriers as discussed in section
The presence of another constant term changes only slightly the particular solution which is now
given by n, = npo+ G. The boundary conditions remain the same as in section i.e. injection
according to the applied bias voltage at © ~ 0 and a current density according to S at x = H.
The determination of the constants ¢; and co becomes a bit more lengthy and yields the following
equation for the electron density:

o 0 (eF7 = 1) = Gr| - [Ssinh(232) 4 £ cosh(272)] — Grssinh £ o )
n\xr) = n T .
S'sinh % + % cosh % Po

Here, the index n is once again dropped on S, D, and 7 for simplicity. We can easily carry out
the derivative to find the minority current density of the electrons in the p-region at = = 0:

gD [np,o (e% — 1) — GT} . [S cosh % + % sinh %] + GT1S8

(v
JnV) L Ssinh%—i—%cosh%

(D.9)

With can obtain the usual of form of a j(V') characteristic, i.e. superposition of a dark current
density that is composed of a saturation current density jo and an exponential variation with the
voltage, and a photocurrent density jr.

2

D DGt Scoshf + Pginh L — g
gn(V) =1 anF(@%_l)—q Z. L L (D.10)
NjyL L S'sinh 7 4 7 cosh -
Jo JL
To check consistency, we evaluate two extreme cases for the photocurrent:
e S — 0: In this case, the expression for j; simplifies to:
DG H
jr=1 7 U tanhf (D.11)

For the case of a diffusion length L that is (much) less than the wafer thickness H, tanh(H/L) —
1 and because of D7 = L? we find j;, ~ ¢GL. This means that we do not collect all car-
riers generated in the wafer, but only those within a distance of L from the junction. This
resembles the case of the infinite cell and corresponds to the right part of figure [D.4

A technologically more relevant case emerges for a diffusion length much larger than the wafer
thickness. In that case, tanh(H/L) ~ H/L and j; ~ ¢DH. This means that wafers with high
quality allow us to collect carriers from the full volume, provided we also fulfil the overarching
condition of low surface recombination velocity.
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e S — oo: In this case, the expression for j; simplifies to:

_ qDGTcosh(H/L) — 1
L sinh(H/L)

JjL (D.12)
Let us start by looking at the limit of a short diffusion length L. In that case, cosh(H/L) >> 1
and the second fraction simplifies to coth(H/L) — 1. Once again, we collect only those
carriers generated within a distance L of the junction.

If the diffusion length is much larger than the wafer thickness, the argument H/L becomes
very small. Expanding the hyperbolic functions to second order, we end up with j;, ~ ¢DH/2
which means that we collect carriers only from the front half of the wafer thickness. The
carriers generated in the rear half are lost because they recombine at the rear interface.
Figure shows that the cells for which we concluded S =~ oo in figure appear to fall
into this category, even though here we find a lesser value of S ~ 1000cms~!. Moreover,
these are historic devices and we cannot exclude additional effects of bulk recombination.
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Figure D.4: Short circuit current density of a 200 pm thick bulk region with respect
to the acceptor density N4. The verticla line illustrates the doping concentration for
with the diffusion length becomes 200 pm. Lines illustrate different values of the surface
recombination velocity S, full symbols refer to experimental results of cells with passivated
emitter and full-area metallic rear contact [40, [91], open symbols refer to cells to PERC
cells with reduced rear recombination [92} [93].

D.4 Finite cell with exponential generation profile

The differential equations can also be solved for an exponential variation of the generation profile
such as the one given by eq. (4.17) [100], but unfortunately not for the more realistic profile
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Figure D.5: EQE of a 250 pm thick bifacial cell under rear illumination. A bias light is
added to define the excess carrier density An (after [102]).

of eq. . Nevertheless, both types of generation rate give a gradient in the density of the
photogenerated carriers from which we would expect a diffusion towards the rear. In a standard cell
configuration with n-layer at the front, this is fine for the hole current j , generated in the n-layer
because we want it to flow towards the junction and from there onward to the rear. The situation
is different for the electron current jr,, in the p-region because the gradient of the generation
rate would still promote the diffusion of electrons to the rear, but we want to collect them at the
front. Accordingly, there are two different expressions which are generally given for short circuit
conditions of V' = 0 to describe the photocurrent density jz in a measurement of the EQE [101]:

— H' Dy H' —aH'
iLe = q¢(1 = R)aL,® Sp +aD, (Sp cosh I, t sinh L,,) e e D.13)
D 042L12)—1 Spsinh%_’_%cosh% p
) q(1— R)aL,® _ I S, cosh Lﬂn + %Z sinh Lﬂn + (aDy — Sp) el D)
pr— —e a _ )
JL.n OCQL% -1 n Sn sinhl% n %: COShLL{n

Here, R is the primary reflectivity at the front, the thickness of the n-region at the front is
denoted by H’, and the thickness of the p-region is approximated by the wafer thickness H.

We finish by an application from the days when EQE measurements were one of the few ways
to assess the surface recombination velocity [102]. Figure shows EQE characteristics of bifacial
cells under rear illumination as illustrated in the inset. In this case, eq. should be used to
describe current generated between the illuminated surface and the junction. Note that this is an
electron current and that we have to insert the full wafer thickness for H'.

So far, we treated only the photogeneration by a single passage of light across the wafer. We
can gain a little in accuracy by adding the contribution of the carriers that are generated by the
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light that is reflected by the surface close to the junction. This contribution to the generation rate
decays from the junction towards the illuminated surface whereas the electrons still flow towards
the junction. Accordingly, we should use eq. just as we would do for regular illumination
through the n-side, but we have to insert the wafer thickness H into the leading factor exp(—aH')
and we have to multiply with the reflectivity R, of the n-Si/SiO/air interface.

The result is shown by the lines in Figure They fit the data acceptably and the experi-
ment showed that the SRV of the interface between silicon and SiOs is not constant, but varies
with illumination intensity. A variation with surface concentration was already hinted at in the
discussion of figure [D.3] The dependence of the SRV on doping and excess carrier concentration
was investigated in great detail because of its importance for transistor technology and a broader
discussion is given in appendix [G]

D.5 The back surface field

Let us come back to the numerical example of the electron-contact in section[D.2) where we projected
values for the jo, between 240 - 460 fA cm ™2 but neglected the contribution of the rear contact.
Looking at figure a full area metal contact on the rear of a 200 pm thick wafer with doping
concentration of 1 x 106 cm™3 would contribute 1 x 10* fA cm™2 and obviously it would not make
any sense to think about improvements of the front side. Luckily we can do better than the simple
full-area metallisation of the wafer by introducing the so-called back surface field (BSF).
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Figure D.6: Band diagram of a solar cell with p-type BSF under V. conditions. Note
the different scales between the axis-breaks.

The name refers to a highly doped region at the rear of the wafer which serves two functions.
First, it reduces the contact resistance as discussed further in appendix Second, it shields the
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minority carriers against recombination at the metallic contact. In the previous chapter we con-
cluded that the shielding is related to a reduction of the diffusion length as a consequence of high
doping concentrations, but we should not extend high doping throughout the full wafer because
this would entail a lot of Auger recombination.

There is a variety of processes to create a highly doped region at the rear. A very simple and
cost-effective method is the rapid annealing of a screen-printed Al-paste as discussed in section[8.7.2]
Alternatively, doping can be obtained by diffusion from B-doped layers at the rear or by annealing
in an atmosphere of BBr3 ]

Figure shows the band diagram of an Al-BSF cell under V,. conditions. The thickness of the
Al-doped region is Hggr =10pm. At the rear, the band diagram is characterised by an upwards
bump at the interface between the p-type bulk and the p™ region, and an SCR with downwards
band bending towards the Schottky-contact with the metal. In order to relate the properties of
the bulk with those of the highly doped region and its contact with the metal, we start by deriving
three important limiting cases for the geometry factor of eq (6.25). For zero and infinite S, we
obtain:

Sn—0 H<<Ly

Grp & tanhH/L, =~ "H/L, (D.15)
Sn n
Gr, R cothH/L, """ (H/L,)™ (D.16)

In some cases S — 0 may be a bit too restrictive, but if S is ”small” and the minority diffusion
length L,, is much larger than the wafer thickness H, we can approximate as follows:

LossH Sp+ Pt g1
O R N e = (D.17)
D, /L, D,
2
. n;
Jop R ?\,Z - Sn (D.18)
A r=H—-HpsF

This gives a particularly simple expression for jy in terms of the surface recombination velocity
at the interface between the bulk and the p™ region. To determine the S,,, we use eq. to
describe the current density flowing through the surface at x+ = H — Hpgp. Since this is a current
density that gets injected into the highly doped region, we can express it by eqns. and
using the voltage V'’ that reflects the QFL splitting just after the interface and the properties of
the highly doped region:

2
n; D, Bs v’
Sa) ) = T G (4 1)
n,

bulk values ~~
BSF values

Assuming that the QFLs in the bulk are flat, we can express the electron density at the virtual
interface by the applied voltage via n(H) = n,oexp{qV/kT}. If we assume further that the QFLs
remain flat across the region with the induced band bending, we have V' =V [103]:

2Common to all methods is that they must either remove or compensate the n-type region that the preceding
P-diffusion normally creates also at the rear side of the wafer. The Al-Si eutectic of the Al-BSF process normally
melts through several pm of the rear surface and easily compensates the P-doping. Alternatively, the region must be
removed by one-sided etching processes.
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———GrBsr (D.19)

Here, we cancelled the intrinsic carrier density of the bulk against the one of the BSF region. In
reality, the latter is higher because of bandgap narrowing and thus it would be more appropriate
to keep their ratio in the equation. Putting this back into eq. we obtain:

2
qni D"BSF

—————GFBSF D.20

NpsrLnger ( )

Jop ~

Thus, when we measure a high-quality wafer with p™ region, jo, is entirely governed by the
properties of that region, the parameters of the wafer don’t come into play. Figure [D.7] shows the
results of such an experiment with different thicknesses of the highly doped BSF region and two

types of surface finish.
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Figure D.7: Saturation current density of p* rear contact regions with various thick-
nesses. Full and open symbols refer to coverage with Al and AlyOg, respectively (data
from ref. [104]). Full lines correspond to different values of the surface recombination ve-
locity S, dashed lines illustrate the linearised approximations with slopes of +1 and —1,
respectively.

We can now compare the measured data to our simple model. The superimposed lines in fig-

ureillustrate Jo,p characteristics calculated by setting H equal to the measured thicknesses of the

BSF and approximating the doping concentration by a constant ValueE| of Nggr = 1.5 x 10" cm 3.

3The authors measure a slowly varying Al-concentration which peaks around 3 x 10*® cm™3, but they report that
only about 50% of the Al-dopants are ionised.
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Thus, n; is increased to 1.8 x 10'° cm ™2 and ionised impurity scattering reduces the electron mobil-

ity to 310 Vscm™2 which yields an electron diffusion coefficient of D,, psr =8.1cm?s™ 1. We used
a diffusion length of L, psr = 10.4pm to obtain agreement between the measured data and the
simple formula. This would suggest a lifetime of 7 = 135 ns in the BSF region, half of the value of
270 ns that the authors obtain from SRH theory. Note that both values are much below the Auger
limit which is 7 =2.2 ps for this doping concentration, presumably because Al creates a wealth of
recombination centres in addition to the acceptor state.

The calculated characteristics suggest S, ~1 x 10°cms™' for the Al-covered surface, but for
most practical cases we can assume S, = co. We note that the lowest jo are obtained when the
thickness of the doped region is similar to the diffusion length.

For the case of the Al;O3 covered surface, the open symbols roughly fall on the characteristic
corresponding to S, ~1000cms~!. Current state-of-the-art passivation to p-type surfaces more
often uses a shallow B-diffusion and AlyOg3 passivation; the combined effect of the thinner doped
region and field-effect passivation by the negative fix charge in AlsOg yields a surface recombination
velocity S, that is about four times lower |105].

How about such a rear contact in a solar cell? The majority of the data for the Al-covered
surface scatters around 500 fA cm™2. We can now use eq. and estimate S.ys,, for the interface
between the wafer and the p*-region. This yields Sefy, =200 cm s~! for a typical wafer doping of
1 x 106 cm™3 and thus much less than values around 1 x 10° cms~! which we obtained for a metal-
covered surface. Values between 200 - 500 cms™! were reported by Rose [106]. The agreement is
encouraging, but it is not very satisfactory that Scsy, depends on the doping of the wafer whereas
by name it is a supposed to be a surface quantity. This is one of the reasons why it has become
more common to work with jg.
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Isotype junctions

The depletion approximation may appear a bit crude, but it gives a very powerful and accurate
description of the pn-junction. Unfortunately, it does not apply to isotype junctions, i.e. junctions
between materials of the same doping type. A well-known example is the junction between the
p-type bulk and the p™ BSF. As the two different materials are in direct contact, holes can move
from the highly doped region to accumulate in the lowly doped region until a unique Fermi level is
formed. The built-in voltage of the iso-type junction is still given by a very familiar expression:

¢V = kT'In (NBSF>

bulk

For typical doping concentrations of Npyr = 1 x 1016 cm™3 and Npgr = 1 x 10®¥ ecm ™3, we
obtain V;; = 0.120 eVE] Let us assume that the wafer is in the negative half-space and that its
surface is at x = 0. To find the electrostatic potential ®(z) in the accumulation region we have to
solve the Poisson equation for z < 0. The charge density is given by p = q¢(—Npux + p) where the
first term is due to the negative charge N, . of the ionised dopants and the second term is due
to the total density of positive holes, i.e. the sum of those that are present in the p-doped bulk
in equilibrium and of the additional ones that are injected. The relation between the hole density
and the potential is given by p = pg exp(—¢®/kT"). With this definition, accumulation is obtained
if the potential assumes negative values. This yields the following Poisson equation for x < 0:

¢e  p g

dx? €5i€0 €5:€0

(poef% - Nbulk) (E.1)

Since the differential equation for ® contains the charge density that once again contains the
potential ®(x) which we are looking for, the solution is called self consistent. It is safe to assume
that the accumulation takes place close to the interface and that the bulk is neutral far away from
the interface. Thus, the field F will be zero at *+ — —oo. If we take this as reference for the
potential by assuming that it is zero there as well, we find pg = Npyik-

We cannot solve this equation analytically and most numeric solvers have difficulties to accept
boundary conditions at x — —oo. Fortunately, we can solve the equation partially up to a point
that allows us to evaluate the boundary condition manually. To this end, we multiply both sides
with 2 - d®/dr = —2F. After recognising that 2E - dE = d(E?), we can drop the dx and carry out

'For this case, the Fermi level of the highly doped region is located at Fr — Evp = 0.06eV. This is closer than
3kT =~ 0.077eV and we are entering the domain where the Maxwell-Boltzmann approximation is no longer applicable.
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Figure E.1: Electrostatic potential (a) and band diagram (b) of an isotype pp™ junction.

the integration. On the left side, the boundary values of the integral are the fields at x = —oo and
at x = 0, on the right side the boundaries are potentials at these positions:

& P20 B d(E? 29N )
@ & . dE _ d(E7) _ _M<e—%_1)d
dr dx? dx dx €5:€0 dx
29N
E07) - E¥(—00) = -1k [ g (e*q?f?) ~1) - @(07)] (E.2)
T €5:€0

Thus, we find a relation between the field F(0~) and the potential ®(0~) where we use the
superscript ”—" to denote that both quantities are evaluated to the left side of the interface. Next,
we use Gauss’ law to relate the field with o4,the areal density of charges in the accumulation region
of the semiconductor [

D(O_) = GSiEOE(O_) =05 = qQs (E?’)

2Here, we assumed the the Gaussian pillbox is deep enough to contain all of the accumulation region and for

consistency with the treatment in the next chapter, we write o to denote an actual charge density in Ascm 2. We

use Q. when we we refer to the number of charges per area in cm™2.
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If we select the positive root because we are dealing with the charge of the accumulated holes,
we obtain.

qQs = \/2q€Si€ONbulk [kT (6_% - 1) + <I>(0*)} (E.4)

We can turn now to the highly doped region. Here, we may apply the depletion approximation
which means that we drop the exponential term in eq. (E.1)). We denote a superscript ”+” to the
right side of the interface and integrate over the width of the SCR from z = 0T to = = dscr:

20N
E*(dsor) —E*(0%) = =255 (& (dgop) +0(0H))
T €5i€0 T

= =—qVp;

We use the fact that the field will disappear at the end of the SCR, and since we assumed
that ®(—o0) = 0, we find ®(dscr) = —qVi; because the potential difference over the full junction
must sum up to qV4;. Applying once more Gauss’ law, we obtain the areal charge density of the

depletion region. This time, we select the negative root as the SCR contains the negative charge
of the ionized dopants:

oBsF = qQpsr = esicoE(0T) = —/2qesieoNpsr(®(0T) — ®(dscr)) (E.5)

Finally, we invoke charge neutrality by requesting that the sum of eqns. and equals
zero and we are ready to solve numerically for ®(0). For our dopant concentrations from above, this
yields ®(0) = —0.106 eV, i.e. most of V3; drops over the accumulation region, the band banding of
the SCR is only —0.014 eV. Having determined a numerical value for ®(0), we can easily calculate
E(0) with eq. or eq. . These values can be processed more easily as boundary conditions
by a numerical solver.

The resulting band diagram is schematically shown in figure with an alternative definition
of the potentials in terms of the midgap energy E;. We can identify ®(0) = 1) — ¥ p and the round
bracket in eq. yields the band bending as positive value which it should be for the term under
the root.

Note that here it was not strictly necessary to invoke Gauss’ law. Even before bothering about
choosing the correct signs for the charge we could have claimed that the squares of the field ampli-
tudes must be the same. However, when we are dealing with a hetero-junction where the permittiv-
ities are different on the two sides of the junction, the electric field is discontinuous and we have to
request equality for the electric displacement, i.e. D™ = DT or e E~ = ¢"ET. Another example
where we need to go through the more general case of charge neutrality, is when we have charged
interface states. In that case, even the electric displacement is discontinuous and the potential
acquires a kink. We’ll come across interface charges in appendix [G]
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Appendix F

Bulk recombination at defects

Different from the recombination rate of a single SRH defect state described by eq. (5.17)), there
are often two or more defect states whose recombination rates add up. Accordingly, the resulting
lifetime is obtained by dividing the excess carrier density An by the sum of all recombination rates.

Rit = Rsgpu1+ Rsrua2+ ... (F.1)
T = An/Ris (F.2)
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Figure F.1: Minority carrier lifetime 7 for the combination of two defect states (symbols),
assuming assuming p-type Si with the indicated bulk doping. The dashed lines illustrate
the components of a shallow and a deep defect located 0.1 and 0.4eV above the VB,

respectively.

Figure illustrates the resulting lifetime for a deep and a shallow defect in p-type silicon. For
clarity the contributions of radiative recombination and of Auger processes are not included. The
deep defect state is assumed to be at 0.4eV above the VB and its limiting lifetimes 7, and 7,, are
assumed to be 0.01 and 1ms, respectively. Thus, there is the typical transition from 7, at low An
towards 7, + 7, at high An. For the lowest bulk doping the onset of the transition starts already at
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Figure F.2: Plot of the minority carrier lifetimes from figure over n/p. The dashed
lines illustrated the linear components of the two defects.

low excess carrier density whereas highly doped material requires rather high An to transit towards
high lifetime. This suggests that highly doped material is more sensitive to the presence of defects.

For the second defect state in figure we assumed the same values for 7, and 7, but a shallow
energetic position at 0.1eV above the VB. In this case, a transition from low to high lifetime
is observed only for the highest bulk doping whereas the less doped materials show an inverted
transition. In case of shallow defects the high lifetime values at low An are not directly related to
the assumed values of 7, and 7, only the lifetime at high An approaches again the value of 7, + 7,,.

F.1 Defect analysis

To disentangle contributions of different defects, Murphy proposed a linearization procedure |107].
Defining k as the ratio of the capture cross sections by k = 0,/0, and z as the ratio between
minority and majority carrier densities which becomes x = n/p = An/(pp+An) for p-type material,
eq. (5.17) can be approximated to a much simpler expression for the lifetimeﬂ

1 k k
;= b 1+m+p1+x.< _m_pl>]
on Ut Nt Po Do po Do
= a+b-x (F.3)

The strength of the linearized form in eq. becomes immediately clear when the the modelled
lifetime data of figure is plotted over n/p in figure The linear relations associated to the
two different defects are now clearly expressed. Except for the highly doped case, deep and shallow
defects are characterized by raising and falling characteristics, respectively.

The two fitting parameters a and b in eq. are not sufficient to extract the full information
of the capture cross sections, the energetic position in the bandgap and the defect density, but they
can be used to determine a functional dependence among some of the parameters. To construct

'For n-type material, see eq. (8) in [107].
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Figure F.3: Defect parameter solution surface for the curve-fits of figure The inset
reproduces the region of the intersections on linear scale.

this function, we let the energetic position of the defect vary across the bandgap. The quantities ny
and p; can be evaluated for each of these positions, and subsequently the fitting parameters define
the ratio of the capture cross sections.

P1 b
L1 _l’_ .
. Po a+b
=% 1. m (F.4)
a+b Po

The resulting characteristic is called defect parameter solution surface (DPSS) and shown in
figure [F.3] for linear fits to the defects shown in figure [F.1] The rising characteristics yields the
parameters of the deep defect in the range of —0.3 - 0.2eV whereas the falling characteristics yield
the parameters for the shallow defect close to the band edges. The DPSS characteristics for different
bulk doping intersect, thus limiting the possible defect parameters from a functional dependence to
two points as shown in the inset of figure for the deep defect. One of them reproduces correctly
the assumed position at 0.4eV above the VB and the the assumed value of 100 for the ratio of
the capture cross sections. To rule out the parameters of the second intersection, one would have
to carry out additional experiments. Regarding the shallow defect, its intersection at 0.1eV above
the VB is unfortunately not easily resolved among the steeply varying characteristics.

F.2 Boron-related defects in silicon

F.2.1 Boron-iron defect

Iron was the most notorious impurity at the time when most solar cells were processed from p-type
multicrystalline silicon doped with boron. When iron is paired to boron in the form of a FeB
complex, the capture cross sections for electrons and holes are similar and the state is relatively
close to the edge of the conduction band. Illumination dissociates the pairs and forms interstitial Fe;
defects which are far more detrimental since they form defect states close to midgap. In darkness,
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the FeB complex can recover when interstitial iron atoms diffuse and get captured to the boron
atoms. Since the diffusion of iron in silicon is fast, recovery takes place already at room temperature,
and a mild dark-annealing can be used to speed up the process.

The properties of iron-related defects have been thoroughly studied by a variety of authors |108),
109} [110]. Figure shows lifetime data for various doping concentrations and an intentional
iron contamination of 3.2 x 10'2c¢cm™3. The two contributions of shallow and deep defects are
relatively well visible for low bulk doping. The shallow component is less obvious for the highly
doped samples since the excess carrier concentrations in these samples hardly reach the level of the

doping concentration. Thus, the ratio n/p covers only a comparatively small range.
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Figure F.4: Measured lifetime data of siliocn with iron contamination of 3.2 x 1012 cm™3

after light soaking for different bulk doping concentrations (left). The right panel shows
the same data with respect to n/p, lines illustrate fitting functions for two defects; data
digitized from [108} 109, |110].

103 T T T T T
a [ \
o
\C
o)
.0
=
8 102f 1
(0]
—
-]
=
Q.
©
O 16
E(Fe)- E s = 0.38 eV —— 1.5x10
k=50...500 6.1x10'
¥ ratio
101 I

-0.6 -04 -0|.2 OiO 012 0i4 0.6
Defect energy (eV)

Figure F.5: Defect parameter solution surface for the curve-fits of figure Stars
denote defect parameters obtained from temperature-dependent measurements [109].

The corresponding DPSS characteristics for the deep defect are shown in figure[F.5] Wheres they



F.2. BORON-RELATED DEFECTS IN SILICON 159

don’t show the expected behaviour of two distinct intersections, the data still suggests energetic
positions of approximately 0.3 and 0.65eV above the VB and a capture ratio around 100. Based on
temperature dependent measurements and other techniques such deep level transient spectroscopy
(DLTS), literature reports that the defect state is located at 0.39 eV above the VB, but there is a
large range of capture ratios between 50 and 500 as indicated by the purple stars [109].
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Figure F.6: Measured lifetime data of silicon with iron contamination of 3.2 x 10'? cm ™3
after anneal for different bulk doping concentrations (left). The right panel shows the same
data with respect to n/p, lines illustrate fitting functions for two defects ; data digitized

from [108}, {109} {110].
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Figure F.7: Defect parameter solution surface for the curve-fits of figure Stars
denote defect parameters obtained from temperature-dependent measurements [109].

The lifetime data for the FeB complex obtained after dark annealing is shown in figure For
most of the shown bulk doping concentrations the characteristics are falling, suggesting that the
defect is rather shallow. Once again, data for the most highly doped samples extends only over a
small range of n/p ratios.

The corresponding DPSS are shown in figure [F.7] The deep defect can fitted reliably only
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for one of the samples, therefore no intersection can be determined. The shallow defect yields
rather steeply varying characteristics and also here no intersection can be identified. Literature
data scatters rather broadly at energies close to the CB as indicated by the pink stars [109], but
the values with capture ratios around unity could comply with the DPSS analysis. Table
summarizes the parameters for the defects associated to interstitial iron and the FeB complex.

Table F.1: Parameters for the iron-related defects in silicon [109].

’ ‘ Fe; FeB ‘
Ey Ey+0.38eV Ec-0.23eV
op | 3.6 x1071 -4 x 107 Mem? | 2.4 x 1071 - 3 x 107 cm?
op 7 x 107" cm? 1x1071% -5 x 1071* cm?

For p-type solar cells with Al-BSF or PERC design, it was possible to mitigate the deleterious
effect of iron by careful processing. During POCI3 diffusion iron was found to segregate from the
bulk to the surface because the solubility of iron is enhanced in the highly doped regions by clus-
tering or pairing to various defect species formed during the diffusion process. Since recombination
in the highly doped region is ultimately dominated by Auger recombination, the segregation of iron
into this region is acceptable. In the AI-BSF process a second instance of segregation was used
during the formation of the rear contact since the solubility of iron is also very high in the Al-Si
eutectic. Generally the segregation of impurities during the process is called ”gettering”; more
details can be found in a review of Liu [111].

F.2.2 Boron-oxygen defect
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Figure F.8: Measured lifetime data of Cz silicon with oxygen contamination of 5.5 x 1017
- 7.8 x 10'" cm™3 after exposure to white light with intensity of one sun at 25°C. The
right panel shows the same data with respect to n/p, lines illustrate fitting functions for
two defects; data digitized from [112].

In Cz-material the density of metallic impurities is generally lower, but in case of p-type silicon
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doped with boron, a defect associated to complexes between boron and oxygen was reported. |[112].
The defect state is activated by illumination, therefore effect is often called boron-oxygen light
induced degradation (BO-LID). The formation of the defect is metastable, annealing at ca. 200°C
can recover the initial state. For solar cells, annealing under conditions of Fermi-level splitting,
achieved either by illumination or by current injection, has been reported to permanently deactivate
the majority of BO-related defects [113].

Oxygen is typically incorporated during ingot pulling, either from the quartz crucible that
holds the melt, or from the ambient atmosphere that surrounds the ingot. The samples shown
in figure have very similar oxygen concentrations of 5.5 x 107 - 7.8 x 10'7 cm™3 whereas the
limiting lifetime 7,, at low excess carrier density scales linearly with the doping concentration N4
over almost two orders of magnitude [112]. Later work with silicon containing different amounts of
oxygen contamination found that the defect density is also proportional to the square of the oxygen
concentration [114], hinting at BO2 clusters.
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Figure F.9: Defect parameter solution surface for the curve-fits of figure The star
denotes defect parameters obtained from temperature-dependent measurements [115].

Except for the one lowest bulk doping concentration, the DPSS characteristics shown in figure [F.9
intersect around 0.3eV above the VB and 0.35eV below the CB with a capture ratio around 20.
Temperature dependent measurements suggest that the defect state should be the one in the upper
half of the gap, and they find slightly different parameters of EFc — E; = 0.41eV with a capture
ratio of 9 [115].

F.2.3 Mitigation strategies for boron-related defects

Owing to the technological importance of p-type silicon until about 2020, there have been many
efforts to mitigate the boron-related defects. Below is a (non-exhaustive) list of measures that have
been taken:

e Reduction of the boron concentration in the device, i.e. reduction of the doping = increase
of the wafer resistivity

e Reduction of oxygen incorporation, e.g. by pulling in Ar-atmosphere and suppression of con-
vective flow of the melt from the crucible walls to the growing ingot by magnetic confinement
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e Use of alternative dopants instead of B, e.g. Ga

e Use of n-type material with phosphorus doping (was always used in heterojunction cells, and

since 2020 in in TOPCon cells)

e Use of FZ wafers rather than Cz-material (mostly in research, but too costly for mass pro-

duction)

F.3 Other defects in silicon

Figure[F.10] collects data for common defects in silicon, showing that most of the metallic impurities
have states in the lower part of the bandgap. More important for cell design, the large capture
ratios observed for most of them mean that the defects preferentially capture minority carriers in
p-type silicon. This explains to some extent why higher performance can be achieved with n-type

material and why the market share of n-type solar cells rapidly increases.
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Appendix G

The silicon/silicon oxide interface

The interface between silicon and silicon-dioxide is of great technological importance, and it is
a good example to understand the properties of surface recombination. To proceed, we need to
recognize two differences to bulk recombination. First, the densities of both carrier types at the
interface may differ from the bulk values. Second, interface states are typically distributed continu-
ously over the bandgap. Therefore, the recombination rate must be determined by integrating over
a distribution of various defect states. The underlying procedure is called extended SRH formalism.

Let us consider the interface between p-type silicon and silicon oxide as illustrated in figure
The interface is characterised by an interface state density D;; which can exchange charge with
silicon, and by a fixed positive charge in the oxide which does not changeE] If we reference to the
intrinsic level E; of the bulk far away from the interface, the hole potential is defined as negative
number via ¢ = Ep, — E; = —kT - In (Na/n;).

Close to the surface, the hole density changes because holes get captured by interface states and
because holes are electrostatically repelled by the fixed positive charge in the oxide. If we assume
that the Fermi level remains flat, a reduction of the hole density is expressed by a downwards band
bending and the potential at the interface will assume a value ¥g which is different from the bulk.
If we used aluminium oxide with a negative fixed charge instead of silicon oxide, holes would be
electrostatically attracted to the interface and we would observe an upwards band bending with
hole accumulation, possibly even type inversion.

To describe the interface states, we will follow an argument of Schroeder [119]. We assume that
there are two types of surface state which are separated by a demarcation energy Fy. The interface
is neutral when all states below Ejy contain an electron and all states above Ey are empty. The
filled states below Ej are called ”donor-like” because they can potentially provide an electron, or
capture a hole. Likewise, the empty states above Ejy are called ”acceptor-like” because they can
capture an electron. For the remainder we will assume that Ej is exactly at midgap position. In
Figure label them D and A, respectively. Red, blue and black is used to designate positive,
neutral, and negative states, the charge is additionally denoted by the superscripts.

For historic reasons the density of interface states is written D;;(E) where the subscript ”it” denotes ”interface
trap” even though their position in the bandgap most often makes them recombination centres. Their density is
measured per area and per energy interval in units of cm~2eV~!. By Qi; we count the number of charges per area
in units of [cm™?], the actual interface charge density is given by oi; = ¢Qi: in units of Ascm™2. The fixed charge
Q7 is likely related to oxygen vacancies located closer than 1 nm from the interface [118|. The areal charge densities
at the interface cause a discontinuity in the electric displacement D = eFE. The potential is continuous across the
interface, but there is a change in slope.

163
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Figure G.1: Schematic band diagram of the interface between p-type c¢-Si and silicon
oxide in darkness (panel a) and under illumination (panel b). Panel c) illustrates the
occupancy functions of the interface states.

G.1 Surface potential

If we assume that the Fermi level extends flat from the p-type bulk to the surface, the donor-like
interface states between the Fermi level and mid-gap can no longer retain their electrons. Instead,
the electrons in these states will recombine with free holes from the VB. Since these interface
states are now charged positively with respect to their natural occupancy, they are shown in red in
panel a) of figure For a more precise description we should take into account the capture cross
sections of the interface states and the distribution functions for electrons and holes as depicted
in panel c) of figure by f, and f, = 1 — f,, respectively. The recombined holes leave behind
ionised boron atoms that build up a negative space charge region (SCR) which is associated with
a downwards band-bending. Next, we consider the fixed positive charge in the silicon oxide. Its
electrostatic force repels holes and forces them to move towards the bulk of the silicon crystal. We
assume that the bulk is large enough to accommodate holes without a significant change in g,
but the SCR gets widened in the process and thus the downwards band bending at the interface is
further enhanced.

Finally, when we add illumination, the Fermi-level is no longer unique but splits into two quasi
Fermi levels (QFLs) as illustrated in panel b) of figure Let us assume low injection such that
Er, is not changed whereas Er, = kT In(An/n;). Consequently, f, will remain the same as in
dark. The splitting of the QFLs in the bulk is obtained as follows:

AnNy4

2
[

AEF :EF’n—ERp:k‘Tln (Gl)

Like in the case of the majority QFL, we assume a flat continuation also for the minority QFL
and consequently f,, should now refer to the QFL of the electrons as illustrated by f,;. This gives
us conflicting rules for the filling of the interface states. States below Ep, should be filled with
electrons, states above Ey, should be filled with holes. To simultaneously comply with both rules,
electrons and holes will continuously move from the bulk towards interface and recombine in the
interface states, i.e. a recombination current will flow from the bulk towards the interface. We will
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see below that there is an asymmetry in the capture cross sections such that all states below Er,,
are rapidly filled with electrons whereas the capture of holes into the states above Efj; is much
slower. For simplicity, panel b) in figure shows all states below Er,, filled with electrons. Note
that those between Ef, and E; are drawn in black because filling returns them to their natural
occupation whereas those between E; and EFf,, are drawn in light blue because filling charges them
negatively with respect to their natural state.

We can use the flat continuation of the QFLs to express the surface charge carrier densities in
terms of the bulk values and the band bending:

(Ys—vp)

ps = (po+An)/e" 5T (C.2)
(Ys—vp)

ns = (ng+An)- e (G.3)

The splitting of the QFLs is still given by AEr = kT In(AnN4/n?) since the multiplying factors
in the definitions of pg and ng cancel out.

G.2 Charge neutrality at the interface

We can proceed to find the value of the potential at the surface, ¥g. To this end, we determine
the total interface charge density as function of g, and in a second step we will request charge
neutrality and solve for value of ©g that ensures it. The interface charge density is composed as
follows:

G.2.1 Charge in the semiconductor

The charge density in the semiconductor is normally expressed with respect to a volume. To obtain
an areal density, we have to integrate it between the surface and a position where the semiconductor
is neutral. This is similar to the derivation of the hole accumulation region in appendix [E] except
that here the region close to the surface is depleted of holes because of the positive fixed charge in
the oxide. In case of a large fixed charge we can even attract electrons from the bulk and form an
inverted surface with electron accumulation. The cases of accumulation, depletion and inversion are
described in a wealth of literature on MOS transistors. However, they are usually operated in dark
whereas lifetime measurements use optical injection of charge carriers. Consequently, the literature
on surface voltage measurements may be more helpful, e.g. the book by Kronik and Shapira [120].
For an excess carrier density An by photogenerated carriers, the charge in the semiconductor as
function of the band bending V; is then given by their eq. (2.52)ﬂ

2eeokT
q

\/po <e—%+%’—1> + ng (eﬁ—%’—l) —l—An(e_%—i-e%—Q) (G.4)

Qs = —sgn(vs—1B)-

X

Compared to eq. that was derived for a p-type semiconductor, we find that the equation
above is simply a generalisation that adds in the root the terms for n-type doping and for injection.

2In the literature, the prefactor is often extended to contain the Debye-length. We refrain from doing so because
there are inconsistencies with its definition, and whether to use intrinsic carrier density or the doping density.
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The band bending V};, and the surface potential 1 are related via ¥ = V;, +p, and the expression
is multiplied by — sgn (s — ¥g) to account correctly for the type of charge.

Let us briefly discuss an approximation for a p-type semiconductor for surface potentials between
1 and zero. In the first round bracket, the exponential and the ”-1” can be neglected for positive
qVp, i.e. for all ¥g larger than . The second of the round brackets in eq. can be neglected
for p-type material. In the third round bracket, we can simplify by expanding the exponential
functions. For fourth order we obtain:

2 4

Qs ~ — 2“2” <po‘?;i’ + An <‘Zﬁ’) + Anl% <‘gﬁ’> ) (G.5)

For An = 0, we obtain the depletion approximation which we could have obtained more easily

from Qscr = —Nawscr, using the width of a one-sided SCR according to eq. with the
assumption that Np >> Ny4.

The impact of the various approximations is shown by the dashed lines in figure In dark,

the depletion approximation holds over a surprisingly large region around 0eV. For the illuminated

case, our approximations appear to hold in the relevant region where the surface charge changes

sign. Note that this may be a fortuitous coincidence since even a fourth-order expansion is not yet
a good approximation for an exponential function.
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Figure G.2: Interface charge as function of the surface potential g for Ny = 1 x
10 em =3, Dy = 2% 109 cm=2eV ™!, and a fixed charge of 1 x 10" cm~2 for the cases of
darkness (left) and injection of An =1 x 10'*em =3 (right).

G.2.2 Interface charge

To calculate the charge density of the interface states we need to know their distribution over the
bandgap as well as their capture cross sections for electrons and holes. Figure shows data of the
Si/Si0q interface [102]. The density Dj; is characterised by two exponential tails extending from
the VB and from the CB whose asymmetry in the slopes resembles the band tails of amorphous
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silicon [121]. The region around midgap is almost constant at Dy = 2 x 101°cm=2eV ™1, but for
calculations later in this chapter we will allow that it varies with doping concentration as shown in
the right panel. The capture cross sections for electrons and holes can be approximated by broad
Gaussians and we note that o, is about two orders of magnitude less than o,,. The overlaid bars
denote discrete values that we use later in this chapter.
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Figure G.3: Density of interface states (upper left panel) and their capture cross sections
(lower left panel) with respect to the position within the bandgap (after [102]). The red
and blue bars denote discrete values for o, and o, used for the treatment described
later in this chapter. The right panel shows the dependence of D;; at midgap on doping
concentration; data from [122] (full squares), [123] (circles), [124] (full triangles).

The charge density of the interface states is determined by integrating over the bandgap the
occupancies of the acceptor-like states and of the donor-like states:

Ec Ec
Qit = — DA(E)fa(E)dE + Dp(E)fp(E)dE (G.6)
By Ey
Here, fao(F) is the electron occupancy of acceptor states and fp(E) is the hole occupancy of
donor states. These distribution functions are defined with the capture cross sections o, and oy,
shown in figure and p; and n; are the same as eqns. (5.18)) and (5.19)) for SRH recombination,
except that we have to use ¥g to express the Fermi-level of the holes at the interface.

Un(E)nS +0p
on(E)(ns +n1) + 0p(E)(ps + p1)
Un(E)nl + op E)pS

fp(E) = on(E)(ns +n1) + 0p(E)(ps + p1) o

fa(E) = Blp

(G.7)

—~ |~

—~

Figure illustrates that f4 and fp resemble Fermi-Dirac functions. Let us first discuss the
case without illumination. For our case of a p-type material, f4 is illustrated by the red curve. It
tells us that the electron occupancy of the acceptor states above F; is essentially zero, i.e. we can
ignore the first integral. From the blue curve denoting fp we see that the hole occupancy of the
donor states switches from zero to unity at the Fermi-level, in other words, these donor-like states
lost all their electrons.

When we add illumination, the occupation of the states between the QFLs is given by a steady
state between the capture of electrons and holes. Keeping in mind that the large values of o, fill
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all states up to Ef,, as illustrated in panel b) of figure we can approximate (;; by integrating
over the negatively charged states between F; and Ff,,.

Epn
Qit ~ —/E . DydE =~ —Dy(Epn — Ei) = —Di(Ys + AEFR) (G.9)

Here, we further simplified by assuming a constant D;; that can be taken out of the integral. If
we set AEr = 0 in the final expression, it yields correctly the positive interface charge illustrated
in panel a) of figure

The impact of the various approximations is shown by the red curves in figure [G.2] For the
dark case, the slope around 0eV appears right, but the full line is offset downwards. This is a
consequence of the band tails which have a significant impact as the band edges are approached.
Upon illumination, the dashed curve is correctly offset towards the right, but its slope is no longer
correct.

G.2.3 Fixed charge

As the fixed charge in the SiOy layer is located very close to the interface, we assume that it
amounts to an areal charge density equal to Q) at a position = dy. As the name suggests, it is
fixed and does not vary with the surface potential. The oxide in the positive half-space is assumed
to be charge-free.

G.2.4 Gate charge

Even though gate electrodes are normally not used in solar cells, we add this section because metal
oxide semiconductor (MOS) junctions are widely used to investigate the properties of the Si/SiO,
interface. To this end, the oxide is normally grown to a thickness that renders it insulating, a
metallic gate electrode is applied, and the wafer is contacted by an Ohmic contact. Thus, the
surface potential can be changed by applying an external bias voltage Vj to the gate electrode.
Similar to the preceding sections, we have to find an expression for the charge ), on the gate
electrode in relation to the gate voltage and the surface potential. We can do that by expressing
the charge densities of the oxide and the gate electrode by p = ¢Q¢ - d(x — df) + ¢Qq - 6(x — doz)-
Putting this into the Poisson equation, we can easily integrate once to obtain an expression for
the electric field E(z). If we want to impose the condition that E(d,;) = 0, we should start the
integration from a variable position z, and fix the upper limit at the end of the oxide layer at d,,.

E(doe) —E(7) = ——(QO(x — df) + Qg0 (x — dor)) (G-10)
ia—/ €ox €0

Here, O(z) is the Heaviside function. We can now integrate a second time from 0 to dyy to
obtain the potential difference between these positions:

va — s = q (Qfdf + dio:p) (G]_l)
€ox €0
Alternatively, if the fixed charge is assumed as volume density that extends uniformly between
x = 0 and = = dy, the first term in the parenthesis to the right of eq. should be replaced
by (Qfd?)/2 [102]. In both cases, if the charge is very close to the interface at z = 07, it will not

enter explicitly into the expression for the gate charge and we can rearrange eq. (G.11)) as followsﬁ

3Even though the fixed charge drops out of this expression, it does still add to the total charge, resulting in a
discontinuity of the electric field and a kink in the potential.
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Qg _ _EOIGOE;Z;C_ Viq) (G12)

G.3 Surface recombination velocity

The total interface charge is obtained by summing up all contributions, i.e. Qor = Qs + Qit + Qy
(the contribution of Q)4 should be added in case of a configuration with gate electrode). The result
is illustrated in figure [G.2] The black lines represent the total surface charge Q. Since the
interface must be neutral, we can find the desired value of the surface potential )¢ graphically at
the position where the black curve goes through zero.
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Figure G.4: Surface recombination velocities of the Si/SiO2 interface for different dop-
ing densities (symbols), using n-type (left) and p-type material (right). Overlaid lines
illustrate modelled data. Data for n-type material digitized from [125]. For p-type ma-
terial, resistivities between 1000 - 0.2 Qcm correspond to doping densities of 3.4 x 10 -
8.5 x 1016 cm=3. Data digitized from [102] (squares), [126] (circles), [127] (up triangles),
[128] (down triangles), [129] (diamonds), and [130] (left triangles).

Having determined the surface potential ¥g and thus the amount of band bending, we are finally
in a position to determine the surface recombination velocity. Similar to the charge of the interface
states, we have to use an integral to account for the continuous distribution of interface states and
the energy dependence of their capture cross sections.

§ = Ridn (G.13)
_ b Fe Diy(E)vy, - (psns — n?)
- An /EV (e + 10) /0o (E) + (ps + p1) fom(B)C (G.14)

Figure collects experimental data of the SRV for the Si/SiO2 interface of both polarities.
As a first observation we note that the SRV is globally higher for p-type material. This is primarily
related to the the larger capture cross section for electrons as illustrated in figure similar to
chapter [F] where it appears that also most bulk defects have a higher capture rate for electrons.
For the interface defects the SRV is likely further increased by the broader tail of D;; density on
the side of the VB.

The thick solid lines in figure are obtained by using eq. for the charge in the semi-
conductor eq. for the interface charge density Q;;. The expression of D;; is based on fig-
ure but the plateau value at midgap was kept variable and the integral was replaced by
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a sum with discrete values for o, and o, as illustrated by the bars in figure @ The model
yields a tolerable agreement with measured data of both polarities for a D; plateau values of
2.0 x 10™ - 3.9 x 101%cm=2eV~! for n-type material where higher values correspond to higher
doping concentrations, and 3.0 x 10'°cm=2eV ™! for p-type material. For the fixed charge a value
of Qp =5 x 10'° em~2 was used which is well within the range of values reported for the Si/SiOq
interface.

G.4 Surface recombination at highly doped surfaces

Surface passivation is often applied to the highly doped surfaces such as those of n-type emitters, the
AI-BSF, or of the boron-doped emitters of modern TOPCon cells. Figure reproduces SRV data
from figure at 1 x 10" cm™3 and plots it with respect to the wafer doping concentration. The
figure includes data for higher doping concentrations that were obtained on wafers with phosphorus
and boron diffusion profiles. In this case, the SRV data is shown with respect to the surface
concentration; the values were determined by measuring the depth profile of the dopant density
and the saturation current density jg. Subsequently, the EDNA tool of PV-Lighthouse was used to
generate the function jy as a function of S, and finally S was read from the characteristic [95].
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Figure G.5: Variation of S.y; with doping concentration for n-Si and (left) and for p-Si
(right). For low doping, values were taken from ﬁgure at An =1x10" cm 3. Data for
high n-doping digitized from [95], the black line illustrate a parametrization given therein.
Data for high p-doping represent digitized from [105] [131], the dashed line reproduces the
parametrization and open symbols represent passivating tunnel oxide contacts [132,133].

The modelled data for n-type and p-type material appears to agree generally with the exper-
imental SRV data. If we would extend the modelled data, it appears that n-type surfaces are
underestimated whereas p-type surfaces are overestimated, but we have keep in mind that data for
high doping corresponds to higher excess carrier density and that we should not extend the model
beyond 1 x 107 cm™3 as it is based on non-degenerate statistics.

For highly doped n-type surfaces, the figure also that textured and bare surfaces have much
higher SRVs than planar ones. For highly doped p-type surfaces it shows the impact of the fixed
charge (Qy. Whereas the higher positive fixed charge in SiNy w.r. to SiOy is rather detrimental
for p-type silicon, the negative fixed charge in AlOy provides excellent passivation. Finally, the
figure includes data for tunnel contacts that are briefly discussed in the next section. It appears
that their SRVs behave very similarly to thick oxides, suggesting that the behaviour of the oxides
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Figure G.6: Schematic band diagram of a tunnel contact between p-type c-Si, silicon
oxide, and a p-type poly-layer in darkness (panel a). Illumination splits the QFLs as
illustrated by the pale blue Er, (panel b); as the electron capture cross section of the
Si/Si0; interface states is larger than the one for holes, all states up to Ep, are shown
as filled. The colours of the interface states depict again their charge with respect to a
charge-neutrality condition at midgap.

is dominated by the first few atomic layers.

G.5 Tunnel oxide contact

In figure [G.5| there is rather surprising finding if we look at the regio of high p-type doping densities;
different from the full symbols that represent B-diffused surfaces covered with a thick layer of a
dielectric, the open symbols represent tunnel oxide contacts that contain only a thin oxide layer
of ca. 1.5nm in combination with a highly p-doped layer of polycrystalline silicon. Apparently,
also in these structures the properties of the interface are governed by the oxide layer, whereas the
covering layer of polycrystalline silicon has only a minor impact.

The band diagram of a p-type tunnel oxide contact to a p-type wafer is illustrated in figure
If the oxide layer is thin enough for tunnelling, charge carriers will exchange across the oxide until
an equilibrium is reached and the Fermi levels are aligned. This yields an upward band bending
with accumulation of holes in the wafer and a downwards bending with depletion in the highly
doped layer. Choosing once again a geometry where the semiconductor fills the negative half-space
with the interface at x = 0, we can copy from above the expressions for Qg and @;; in terms of the
potential ¢, = 1/(0), and we can add Q.

Having added up all charges up to a position z = 07, we can use Gauss’ law to calculate the
field in the oxide layer:

€or€0Bor = Q(Qs + Qit + Qf) (G15)

The value E,; applies to a location just beyond the position of the fixed charge. As the bulk of
the oxide does not contain charges, the field remains constant to x = d_,, a position just before the
highly doped region. Using the constant value of E,;, we can project the potential drop associated
to this field and the thickness of the oxide. This yields a relation between the potentials at x = 0
and x = d,.
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anc = _Aw/dox = _(w(dom) - w(o))/dow (Glﬁ)

With the help of ¥(d,;) we can then calculate the charge in the interface states at = = do,.
We have to use Gauss’ law once more to determine the field at # = d* just outside the oxide in
the poly-layer. This allows us to determine the charge in the depletion region of the highly doped
layer. Subsequently, we request once again the condition of charge neutrality for the full interface
to find the value of 1(0) that fulfils this condition, and in a final step we plug this into the integral
for the SRV.



Appendix H

Metal-semiconductor contacts

The junction between a metal and a semiconductor was intensively investigated by Schottky in the
late 1920ies. He concluded that mobile carriers are removed from the region close to the interface,
leaving behind ionized dopants that form a space charge region. Eventually, he formulated the
depletion approximation which is a central concept in semiconductor science [134]. To construct
the band diagram of figure [H.I] we assume that once the materials are in contact, the Fermi-levels of
the metal and the semiconductor must align. At the same time, the offset between the Fermi-level of
the metal and the C'B of the semiconductor remains. We call this offset the Schottky barrier which
is given by qopp = Wy, — XEI Consequently, the bands in the semiconductor must bend upwards by
a an amount that we call built-in voltage Vy;. It is given by the band-bending in equilibrium and
we can calculate it by subtracting from q¢, the difference E¢ — Ef.

a) — qPyac ’ b) / q(Vy; = V)
W qVpi
m 7
X
D EFn
CB .
Eg
VB
X X

Figure H.1: Band diagram of a Schottky junction in equilibrium a) and under forward

bias b).

H.1 Current-voltage characteristic

Different from the p-n junction discussed in chapter [0 the metal-semiconductor junction works
purely through he transport of majority carriers. If we look at the forward biased junction in

"We denote by W, the work function which is the energy needed to remove an electron from the metal. Wi, = ¢om
relates it to the potential difference ¢,, between the a state at the Fermi-level of the metal to the vacuum state.
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figure b), electrons are injected into the semiconductor somewhere at the right and move
towards the edge of the SCR.

Note that the depletion approximation assumes that all free carriers are gone from the SCR
whereas in reality a small fraction is still left and we can use eq. to calculate their con-
centration from the variation of E¢ (x)E| In theory the barrier height at the interface is given by
Ec|o=0 — Er = qpp = Wy, — x. In reality, we should use the effective barrier heights of figure

Once the electrons cross the interface, they do not become minority carriers, but they join
directly into the pool of conduction electrons of the metal. Under reverse bias this works very
similarly; electrons from the metal have to overcome the barrier, after that they are injected as
majority carriers into the CB of the n-type material. Both current directions are thus dominated
by majority carriers. In case of a junction with a p-type semiconductor, a forward bias injects holes
into the metal. Just as electrons can get injected into empty states above the Fermi level of the
metal, there is no problem to inject holes into filled states below the Fermi level. In this case, we
use eq. to define the barrier with respect to the valence band edge.

To understand the electronic transport, it is best to start with the situation of equilibrium
depicted in figure a). Since we are dealing with majority carriers, the time between two
scattering events is the relaxation time 7,. Thus, the mean free path of the carriers is very short
and we can assume that the transport across the junction is dominated by the carriers that are
located exactly at the interface. Let us now discuss the three main possibilities, starting from low
energies:

1. Even though we are considering an n-type semiconductor here, there are still a few occupied
hole states in the VB. On their energy level, they can easily recombine with electrons in the
filled bands of the metal. We cannot transport large currents through this channel, but it is
an almost ideal scenario for recombination of minority carriers. This explains why we usually
assume infinite SRV for Schottky contacts, and when we discuss solar cells based on Schottky
junctions below, this is the explanation for their low V,. values.

2. A little higher up at the position of the Fermi-level, there are many electron states in the
metal, but due to the position in the bandgap, there are no allowed states in the semiconductor
that could contribute to the transport.

3. At yet higher energy levels, we have electrons in the mobile states of the CB which can easily
interact with the empty states of the metal. Note that not all of these states are empty
even though metals are generally depicted with a sharp Fermi energy. This is an idealized
case which corresponds to the occupation statistics 7' = 0K. In reality, the probability
distribution tails upwards and there are some electrons excited into states with higher energy.
In equilibrium, the rate of electrons that are emitted from the CB into the metal is exactly
the same as the rate of electrons emitted from from highly excited states in the metal into
the semiconductor.

Thus, the third of these transport paths will dominate and in equilibrium the current from the
semiconductor into the metal will the same as the current from the metal into the semiconductor
[135, [136]. Let us start with the component that flows from the semiconductor towards the metal.
We can express a current density as product of the charge ¢, the density of charge carries n

2The expression for the electron density n at the interface as function of ¢, was also used by Schottky in his
derivation of the current-voltage characteristic, but then his treatment differed from later interpretations as he
assumed drift transport [134]. To this end, he used Gauss’ law to determine the magnitude of the drift field at the
interface from the charge density of the SCR, i.e. €geE|g=0 = ¢NDpwWn,.
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and their velocity v. Looking at figure [H.I] this is carried by the electrons that have a positive
vg-component. We can related v, to the wave-vector component through v, = hk,/m*. After
multiplying with the statistical distribution function, we integrate in E—space over all states with a
positive k, componentﬂ

1 hk -
o= g [ HEE)EE (H.1)

We can approximate with Maxwell-Boltzmann statistics and we express the total energy of the
electrons by a kinetic term and their electrostatic energy ¢p:
W s 2 2
Using cylindrical coordinates along the z-direction, we define a transversal wave-vector in the

yz-plane by k| =,/ kg + k2. This allows us to evaluate the integral as follows

h oo 52 oo _ 52 @
jo = fg/ kxem’hki-dkx/ kL ezaiT PP 9l e~ KT (H.3)
™ Jo 0
4rm*k*T? _as
= it (H.4)

If we apply a forward bias, the QFLs will split such that EFr, remains flat up to the interface
and then drops very rapidly within the metal. Thus, the forward bias V reduces the barrier on
the side of the semiconductor to a value of ¢, — ¢V'. Next, we’d have to derive a relation for the
electrons in the metal. We can get away more easily by simply stating that in equilibrium the
magnitudes of the forward- and of the reverse-flowing components must be the same. As there is
virtually no band bending in the metal, a bias voltage will not change this component. Finally, we
can add up the resulting currents of which only one depends on the bias voltage:

* 2 2 * 2 2
Amm KT gty vipr _ ATIURT g, i

= A2/ (VT ) (HL6)
—_—

Jo

An expression for a saturation current density preceding the round brackets was first noted
by Richardson in 1914, but his arguments were based on kinetic gas theory [137]. A more
adequate treatment with quantum-mechanics yields eq. with the a Richardson constant
A* = 4mm*qk?®/h3. The underlying charge transport is called thermionic emission (TE). It re-
lies purely on the barrier-height ¢ and holds only for weakly doped semiconductors. We can make
it more accurate by taking into account that the energy surface is actually an ellipsoid with different
effective masses [136].

For the case of high doping concentrations, the barrier height remains unchanged, but the deple-
tion region becomes very narrow. Thus, there is a chance that charge-carriers tunnel through the

3The integral resembles eq. but here the velocity component v, introduces an additional dependence on
direction.

4We can capture the physics of the process by assuming j = gnv, using the thermal velocity vi, = \/3kT /m*
and n = N¢ exp (—¢»/kT). Assuming further that only half of the carriers move towards the interface, we obtain a
pre-factor with the same physical quantities, but numerically off by a factor of approximately two.
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barrier. For historic reasons this tunnelling process is called field emission (FE) as its mathematical
treatment is very similar to the one of field emission of electrons from a heated metal electrode
into free space. For intermediate doping concentrations there is a mixed process where charge
carriers are excited over a part of the barrier and proceed by tunnelling through the remainder.
This transport process is called thermionic field emission (TFE) [13§].

H.2 Junction capacitance and Schottky barrier

Figure illustrates that the width of the SCR is reduced when a forward bias is applied. In
addition to the forward current flowing through the junction, we note that the ionised donor states
close to the edge of the SCR change their charge state from positive to neutral. In other words,
the charge of the SCR is reduced from ¢Npwy(0) to ¢Npwy,(Viwad), and we can retrieve the charge
by reverting to zero bias. Likewise, under reverse bias we increase the width of the SCR, resulting
in more positively charged dopant states. Effectively, the SCR acts like a capacitance. For an SCR
with constant doping concentration, we can express this as follows:

4Q _ d(~aNpun(V))
av dav
d |2eeo(Vy — V)

= —gNp—
TP Gy 4Np

C =

ecoqNp
_ H.
2V~ V) (HD)

The eq. (H.7) gives a powerful tool to access the doping concentration Np and the built-in
voltage Vj,;. If 1/C? is plotted versus V (a so-called Mott-Schottky plot), the doping concentration
Np can be determined from the slope and the built-in voltage Vj; is given by the extrapolated
intersect on the abscissa. With the found doping concentration we can calculate Fo — Ef, it is
then easy to determine the Schottky barrier.

For the example of c¢-Si with its value of x = 4.05eV, there are many metals with low work-
function for which the the barrier height g¢p would become negative. This means that there would
not be a depletion region but an accumulating junction that would be perfectly Ohmic. In reality,
all known metals form depleting junctions with silicon due to the formation of interface states or a
thin interfacial layer [139]. Thus, the barrier-heights as defined above remain a theoretical concept,
in reality we must use effective barrier-heights obtained by experiment. Figure shows that they
vary between 0.4eV for Mg and 0.85eV for Ir and Pt, even though the work-functions of these
metals span a range of more than 2eV [139, [119).

Schottky-junctions with p-type semiconductors are treated similarly to the n-type Schottky
junctions discussed so far, but their barriers are defined with respect to Ey. For example, gold
with its electron barrier of 0.8 eV has thus a hole barrier of only 0.35eV.

H.3 Schottky solar cells

In the early 1970ies, Schottky junctions were considered for solar cells because evaporation of a
metal promised to be a simple process for the formation of a junction. Eventually it turned out
that their performance was very low. To understand why, let us start with the electron current
of eq. . As usual, we can interpret the term before the round brackets as saturation current
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Figure H.2: Effective barrier heights between common metals and n- as well as p-type
crystalline silicon (after [119)]).

density jo. Figure illustrates it for two typical values of the Schottky barrier. Regarding the
saturation current of the holes, figure suggests that it is due to injection of minority carriers
into the semiconductor, and thus we can use the result that we determined for the p-n junction.
The comparison in figure shows that the total saturation current will be completely dominated
by the electron current, and if we assume the superposition principle with a photocurrent of —jj,
we can use eq. to estimate the V,. values shown on the right axis.

Clearly, Schottky junctions are limited by their large saturation current denstites that yield low
Voe. The most obvious mitigation is an increased barrier, but figure suggests that this is not
possible with metals. A different route was mentioned in section [I0.3] where we discussed that a thin
oxide layer offers a possibility to manipulate the saturation current density. For an oxide thickness
of §, the j(V) characteristic of a metal-insulator-semiconductor (MIS) junction reads [141]:

(V) = A*T2e(-a90/KT) o= /2mixc:s (qu/kT _ 1) (H.8)

Here, x; is height of the tunnelling barrier and m; is the effective tunnelling mass. These are
based on the somewhat questionable assumption that the bands known from the infinite crystal
also form in a layer that is only a few nm thick, such that one could define an energy surface and
extract from its curvature an effective mass, the so-called tunnelling mass m;.

The insertion of a tunnelling oxide was tried and the resulting devices did have better V,. up to
400mV, but they suffered from low photocurrents because of the poor transmission of the full-area
metal contact at the front [140]. Improved photocurrents were eventually obtained by applying a
metallisation grid with the MIS contact underneath the grid whereas the rest of the surface was
covered with a passivating oxide. This design fixed the transparency issue, but it had limitations
of its own because it suffered from poor lateral transport. A workaround to that issue was the
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Figure H.3: Saturation current densities of Schottky junctions for thermionic emission
(TE) and increasing amounts of tunnelling (TFE and FE). Pink and purple curves il-
lustrate barriers of 0.4 and 0.9 eV, respectively. The red line reproduces jo , related to
diffusion of minority carriers (holes) from figure The right scale illustrates the im-
plied V., symbols show measured V,. values of Schottky solar cells (references of MIS
cells without oxide, [140]).

use of a large fixed charge in the insulating layer. For example, compared to SiOs, the density
of positive fixed charge in SizNy is much higher. If applied to the surface of a p-type wafer, the
charge is strong enough to repel majority carriers from the interface, and to attract electrons. For
strongly charged SiN,, electrons can even become majority carriers in a thin inversion layer close
to the surface which is then used for lateral transport. Even though the fixed charge seemed to
be stable, MIS cells were substantially improved with a diffused junction in a configuration called
MINP (metal insulator n-p junction, [47]). Even so, they they were soon abandoned in favour of
p-n junction cells. Currently we are seeing a return of tunnel oxides where they are used as n-type
contact in the TOPCon design.

H.4 Contact resistivity

Schottky junctions may not be very suitable for carrier collection, but they are still present in the
metallic contacts of solar cells. Thus, we need to know their contact resistivity. This is obtained

by evaluating the derivative of eq. (H.6) [142]:
-1
)

_ (4

Pe=\av

This yields the contact resistivity for lowly doped semiconductors, for higher doping we should
use the corresponding expressions for TFE and FE. Figure collects some data for the contact
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materials frequently used in silicon solar cells. Symbols present measured data, the overlaid lines are
the theoretical characteristics for TFE and FE at low and high doping-concentrations, respectively.
Especially for weakly doped silicon this would result in rather high contact resistivity.
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Figure H.4: Contact resitivites of Ag with n-doped silicon (blue) and of Al with p-doped
silicon (red). The lines illustrate the limiting values of the eq. (H.6)) for thermionic emission
(TE) as well as the characteristics of thermionic field emission (TFE) and tunnelling (FE).

The blue curve illustrates the contact resistivities between n-type silicon and silver which has
an effective barrier of 0.5eV. In solar cells, the contact of silver with the n-layer is usually made
with a mixture of silver and glass frit. After processing, a thin layer of insulating glass frit remains
at the interface, and only occasionally small silver crystals make contact with silicon. Thus, the
actual contact area is very small and the macroscopically measured contact resistivity is increased
by several orders of magnitude as depicted by the open blue symbols.

The red curve in figure [H.4] shows the properties of the contact between p-type silicon and
aluminium. The data is reasonably well fitted with an effective barrier of 0.4 eV which is less than
the value shown in figure One possible explanation is that evaporated metal contacts are often
annealed after their fabrication. In case of Al, this can be sufficient to incorporate Al into silicon
where it forms a p-type dopant. On small scale, the metal might thus be in contact with material
of higher doping than the nominal doping of the wafer.
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