
LECTURE5



PART1 : EXTENSIVE FORM GAMES

Example for backward induction :

Consider the zero-sum game
: (playe : min

, player : may

P1

01·T 0 -2

I BQ -2

↑
NE

replace
subtree with its

Nash equ ,

We can conclude that the oreall value of the game is 0.

Subgane Perfect Equilibria

Consider a feedback game live . info sets don't span over stages
with K stages . Let I/J be the set of all info sets of

player 1/playe 2.



Feedback game
=> F =&F where Is we inf set at staye i

Define ge
: #- A with ye

: Spe , ..., pr 3
where gi

: I -> A

and similarly define 0 : J- A for player I.

A pair of strategies (ge % 0
* ) is a subgane perfect eg . if for all

stages t = +, ...,
R and every perfe ..., fere and 5 , E ..

- , of

prior to stage to for all Ne , of , we have

J(M1 : +- , PE , Prin , Ont, ot , : k)

= J(pnz- , PE , Prin , Onit, , : k)

= J(pniz- , Pt , Prin , Ont, , : k)

where we use therotation Prize
:= (e-Pere , meaning

J(Pri +- , PE , Prin , Ont, , : k) : =

JPipe , .... - ! PE , E , . . ., N,

&, 02 , . . . , - 1 *, En, ... ,

Nash Equilibria

( *, 4) is a Nash Equ. if Eyek , Fir we have

5)M , On) = J(p , Fl = J(ghn ,
Mil



Observe that : subgame perfect equilibrium

(see Lemma 7.

1( ↓
in Hespanha book Nash equilibrium

Proof idea :

For stage t = 1 by definition of subgame perfect equilibrium,

Ed , JE ,& , 00) = Jeppe ,
of

- Jin : de , Nati ,
of

S
by applying def. :
for stage 2

= J(Meik ,
of)

PART2 : Review /fo Quiz)

① General-sum games with finite action spaces

EX1 (see Thm
.
10. 1 in Hespanha book)

-

Conside a 2-pl . generalsum game with costs A ,
B E Roan

To find mixed-strategy NE
y

*CY , Z* CZ we can solve the

quadratic optimization problem
min

quadictio coordinate-wiseobjective fut. YeRY , zeM"
,

Y (A +Blz-p -

q

q , pe &
-

S .
t .

Azz1p ,
1z = 1

, z = 0

liveestraints [ By = q. 1 , y
= 1

, yz0



To get ou idea for why this is hard to solve
,

we want to

show that the objective function is non-convex.

TRecall : For f : R
&
-R

, f(x) = +QX
,

& is convex ES all eigenvalues of Q +Q ar = 0

How to show this ?

4 let tit ERR"
, XefO11] ; we need to show that

f(xy+ (1 - x(+) = [f(x) + (-x)f() all evis of Q+Q T
are =0

↳
some algebraa...

(xx1 + (1-4)x)Q(4x1 + H- x(x2)
= xxiQ x

+
...

·

more calculations yield : 0 = 1x /Axal Exit

#0 =
y+ , y , by

#> all evis of Q + QT are =0

In our case we want to show non-convexity :

f : put -> R

f(y , z) : =

y
+ (A + b) z =:)

-
:= Q



For
any z

,
set

y
: A+ Ble

· then zT(AtBl(A +B) z + 0 .

But if we instead pick y
: -(A + Blz

,
then -z(A+ is)+

(A + B) z = 0
.

=> eigenvalues of QQ all =O

= non-convexity .

② Review of O-Sun games

180

Ex 2 : Consider f : (-1 , 17 + 50 , 17 + R

-> x

-

f(x , 5) : =

32S S
8 =1

Does it hold that

min max

- + (-1, 17 840.13
f ( ,

s) =

mat min zin7 f(x , S)

(Recall : We know that LHS = RHS from inf- sup, theorem .)

LHS :

mut f(xS lol to like F3
cases , e . g. courex-concave

We conclude that LHSERHS !

RHS : Mif(xs= On Crecall that equality is onlyE guaranteed to hold in certain

objective)
③ Potential games

Ex 3

Let J: T. Tex ...

: Th-> R
. Suppose the game with payoffs

N

EJili = 1
admits a potential function.



TRUE Or FALSE ?

1) &
* ET is a NE => Y

*
is a maximizer of the potential function

-> FALSE /e. g . Stag hunt : only one of NET maximizes potential function)

2) p
* eT is maximize of potential

-> g
*

is NE

-> TRUE /proven in Lectural

3) best reply dynamics converges
->

game is potential
-> FALSE /we proved "E" direction ; as counterexample consider

(1 .%TNE I players are

maximizers)
(2 , 0) 10 . 1)

↓
best reply converges to NE but

game is not potential -> verify this ! (


