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Problem 1(a)

Task: Implement the explicit Euler and Runge-Kutta 4
th

order

integrators for ODE of the form: ẋ(t) = f (x(t), u(t))

Method1: Explicit Euler method

x(t + h) = x(t) + h ⇤ f (x(t), u(t)) or
xk+1 = xk + h ⇤ f (xk , uk)
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Problem 1(a)

Task: Implement the explicit Euler and Runge-Kutta 4
th

order integrators

for ODE of the form: ẋ(t) = f (x(t), u(t))

Method2: RK4 method

k1 = f (tk , xk),

k2 = f

✓
tk +

h

2
, xk + h

k1
2

◆
,

k3 = f

✓
tk +

h

2
, xk + h

k2
2

◆
,

k4 = f (tk + h, xk + hk3)

xk+1 = xk +
1
6h (k1 + 2k2 + 2k3 + k4) ,
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Problem 1(b) : h = 0.1
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Problem 1(b) : h = 0.5
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Problem 1: Gradients
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Problem 2(a)

Task: Implement Jacobians rx fdiscrete and rufdiscrete
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
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Method: Central finite di↵erence

fx(x , u) ⇡
f (x + �, u)� f (x � �, u)

2�

fu(x , u) ⇡
f (x , u + �)� f (x , u � �)

2�
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Problem 2(b)

Task: Compute linearised integrator: fdiscr lin

fdiscr lin(x , u) = fdiscr (x0, u0) +rx fdiscr (x , u) ⇤ x +rufdiscr (x , u) ⇤ u
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Problem 2: h = 0.5
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Problem 3

minimize
{xk ,uk}

� ↵vN +

N�1X

k=0

�↵vk + �u21k + �u22k + c⇢(✏k)

subject to: 8k = 0, ...,N � 1

xk+1 = fdiscrete(xk , uk), xk = [vk ,�k ]
T , uk = [u1k , u2k ]

T

vk  1

1 + (�k)
+ ✏k

0  u1k  1

0  u2k  1

✏k � 0

⇢(✏k) = ✏2k + ✏k
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Bonus problem 1: exam 2015

12



Bonus problem 2: exam 2012
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