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Problem 1.

When a question has more than one correct answer, mark all statements that are true.

1) Suppose that Y is a robust control invariant set for the system x™ = Ax + Bu + w subject to the state and input
constraints X and U and the noise w € W. For which of the following scenarios is Y still a robust invariant set for the
resulting system?

(O Disturbance set changes to 2W/

O Disturbance set changes to 0.5W

O Input constraint set changes to 2U
O Input constraint set changes to U + 1
(O State constraint set changes to —X

2) Consider the system x™ = Ax + u + w subject to the constraints ||x|| < 1 and |Ju|| < 1 and a bounded disturbance w,
1 0
< =
lwl] <0.1. If A [1 12
goes to infinity?

Q0

O It won't converge
OR"
O A circle

] what is the set of feasible states of an open-loop robust MPC problem as the horizon

3) Let (x) = K(x — z§(x)) + v§(x) be a tube-MPC control law, designed for the system x* = Ax + Bu + w which is
subject to the constraints x € X, u € U and the disturbance w € W. Let the set £ be the minimum robust invariant
set for the system xT = (A + BK)x + w for w € W. Suppose now that this controller is applied to the system but
that the observed noise only lies within the set W = 0.5W.

What is the set to which the closed-loop system will converge to in the limit?

(O Not enough information
O The system does not converge
Q¢

O The terminal set of the MPC control law

O 0.5¢

4) Consider the system x*t = Ax+Bu, which is subject to the constraints x € X and u € U. Let u*(x) = argmin{||u|| | Ax+
Bu € Cy, u € U}, where C, is the maximum control invariant set for this system. Let the state input sequence
{x;, uj} be generated by this system with xg € C,. Mark the correct statements.

O xie€ X and uj € U for all i

O There may exist an xg € C, such that x; € X for some |
O The system is asymptotically stable

O limisee [[Xillse = 0

O limisee Uil =0
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5) Consider the following optimization problem, which has a local optimizer at x = x*

min ¢’ x

st.x Qx+q¢'x>1

Which conditions guarantee that x* is also a global minimum?
(O Q positive definite
(O Q positive semi-definite
O Q negative semi-definite

OC>O
O g>0

6) Consider the quadratic programming problem

1
p* = min EZTHer q'z

1 2
<
s.t. [3 4} z<d

[1 10

22Jzzb

i) Is it possible to choose d and b so that the feasible set is empty?

O Yes
O No

O Depends on H and g

ii) Is it possible to choose d and b so that the feasible set is nonconvex?

() Yes
O No

O Depends on whether H is symmetric

i) Let z € R%. Which of the following H matrices results in a nonconvex optimization problem?
O _0(.)9 g}

Olp 1
o5 o
Ol o

(O None of the above

0
1

iv) Does there exist a bounded matrix H, a vector g and vectors d and b such that

pf=—0 OYes (ONo (O Not enough information

p* =00 (OYes O No () Not enough information
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7) For which of the following cases is the optimization problem convex?

min f(x)
s.t. g(x) > 5
O £(x) = xTx = Il g(x) = xTx
O () = =x"x+|Ix]lx g(x) = —x"x
O fe)=1[1 2]x 9(x) = [l = 4x[l
O fx)=1[1 2]x g(x) =e fe®

(O None of the above

8) What is the maximum invariant set of the scalar system x* = p(x) contained in the set X = {x|||x|lc < 1.5} where
the function p(x) is plotted below

3

O {x| -1<x<1}
2
O X
1
- O {x|x>0}
X0
SY Q(])
-1
OR
—2
(O None of the above
-3
—-1.5

9) Consider the system x* = 4x 4+ 5 + u subject to the constraints |u| < 5 and |x] < 1.

i) What is the pre-set of the set Q = {x|a < x < 3}7?

Ole—=10,81 Ola.p+5 Oila-106 Oil-a.-p OR
ila—10,0]

i) What is the maximum control invariant set?

Of11 O3%-111 OO0 OIl-10 OR
[-1,0]

10) Consider the system x* = 2x + 1 + u subject to the constraints u < 0. Which of the following sets are control
invariant?
O {0,1,2}
O {xIlIxll < 1}
O {x[x<o0}
O {xIx=0}
OR
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11) Let xp be a state in the maximum control invariant set C,, for the system x™ = f(x, u) under the constraints
(x,u) € X x U. Is it possible that there exists a controller k(x) such that the 3-step sequence {xg, x1, x2} is in X and
{k(x0), k(x1)} is in U, where x; = f(xg, k(x0)) and x> = f(xq, k(x1))?

(OYes (O No

yes

12) Consider the following standard MPC problem which generates the control law my(x)

N—-1
Jy(x) =min Z 1(x;, u;)
i=0
s.t. Xji+1 = AX,‘ + BU,‘
(xj, up) € X x U

XNZO

i) Assume for all of the following cases that the state x is feasible and non-zero and mark the correct statements.
O Jj(x) < Jy_1 (%)
O Jy_1(x) < Jny(Ax + Bry(x))
O Iy 1(x) > Jiy(Ax + Brn-1(x))
O Jy(Ax+ Bry-1(x)) = Jy_1(x)
O S (Ax+ Brin(x) = iy (x) = 1(x, T (x))
O iy (Ax+ Brn(x)) < Jy(x) = 1(x, Tn(x))

i) Let {zV(x)} be the closed-loop sequence generated by the dynamic system zt = Az 4+ Bmy(z) starting at state x,

and the function Jy(x) = Y272, 1(zV(x), mn(z/(x))) be the resulting closed-loop cost. Mark all statements that are
correct for all feasible, non-zero x

O In(x) < Jy(x)

O In(x) < Iy1(x)

O In(x) > In-1(x)

O IimN_m J_/\/(X) = |imN—>oo Jltlfl(x)
O My 00 J_/\/(X) > liMpy—00 J/*\lfl(x)
O iMoo In(X) < liMyoe I3y 1 (X)

i) If the state x is feasible for the MPC problem above and the controller wy(x) is applied, then the closed-loop system
will arrive at the origin in exactly N steps.

O True O False

false

13) A controller is called static if its output depends only on its input, and not on an internal state. Which of the controllers
studied in class are static?
O Nominal MPC regulation
(O Offset-free MPC
O Tube-MPC
O Open-loop robust MPC
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14) The function Vf is a Lyapunov function for the system x™ = Ax, the stage cost / is positive definite and the MPC
controller (x) defined by the following optimization problem is recursively feasible and stabilizes the closed-loop system
x+ = Ax + Bw(x) for a prediction horizon of N = Ny. Mark all statements that are correct.

N—1
min Z 1(x;, ui) + Ve(xn)
i=0

st. xj+1 =Ax;+Bu; Vi=0,..., N—-1
u el Vi=0,..., N—-1

The closed-loop system. ..

. is stable for a prediction horizon N > Ny, but it may not be recursively feasible
. Is stable and recursively feasible for any prediction horizon N > Ny
. may be stable for a prediction horizon N < Np, but it may not be recursively feasible

. Is stable and recursively feasible for any prediction horizon N < Ny

©O000

. Is recursively feasible for a prediction horizon N < Ng, but may not be stable

15) Consider the following MPC problems

N—1 N-1
Jior(X0) = min Z 1(xi, up) + Ve(xn) J& (%) = min Z I(xi, ui) + Ve (xn)
=0 i=0
s.t. xiy1 = Ax; + Bu; s.t. Xit1 = Ax; + Bu;
x;eX, uel x;e€X, uel
XN € XLQR xy € Coo

where /(x, u) = x” Q@x + u” Ru and V4(x) is the optimal value function of the corresponding LQR controller. X, gr is
the maximum invariant set for the system x* = (A+ BK)x for the LQR control law K subject to the constraints x € X
and Kx € U, and C4 is the maximum control invariant set for the system x* = Ax 4+ Bu subject to the constraints
x € X and u € U. If the problem is infeasible, we define the optimal value to be +00. Mark all the correct statements.

O Jlor(x) < J&_(x) for all x

O Jior(x) = J&_(x) for all x

@) J¢ (x) is recursively feasible

O J&_(x) is a Lyapunov function for the system x* = Ax + Buj oz(x)
(O The domain of Ji or contains the domain of Jg

© The domain of J¢_ contains the domain of Jior

16) Give an example of a system for which you cannot use soft state constraints. Explain.

17) Give an example of a system for which you cannot use soft input constraints. Explain.
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18) Let w(x) be the MPC control law defined by the following optimization problem

N—-1
J*(x) = min Z 1(x;, ui) + Ve (xn)
i=0
s.t. Xji+1 = AX,‘ + BLI,'
(xj, u)) e X x U
Xy € Xr

Xo = X

where X, Xr and U are polyhedral sets, and / and V; are positive definite quadratic functions that are zero at zero.

i) The control law (x) ...

. is a convex function

. is a piecewise affine function

. is an affine function

. is a piecewise quadratic function
. is a quadratic function

000000

. has a polyhedral domain

i) The value function J*(x) ...

. is a convex function

. is a piecewise affine function

. is an affine function

. is a piecewise quadratic function
. is a quadratic function

000000

. has a polyhedral domain

19) Two infinite horizon LQR controllers are designed with weighting matrices @1, R1 used for the first one and Q,, R»
used for the second one. It holds that @; = 10Q> and R; = 0.1R». Which of the following statements is true?

(O The first LQR controller will tend to use less input than the second one and will thus have slower convergence to

the origin.

O The second LQR controller will tend to use less input than the first one and will thus have slower convergence to
the origin.

O The speed of response depends only on the choice of the Q@ matrix.
(O None of the above
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20) Consider the following finite-horizon LQR controller u§ applied to the system x™ = Ax + Bu in a receding horizon

fashion.
N—1
min E X! x; + u] uj
i=0

s.t. Xj+1 = Ax;i + Bu;
Mark the correct statements:

O If the system is stable for N =5, then it will also be stable for N = 6

O The system will be stable if N is at least five times larger than the largest eigenvalue of A
O The performance of the system will be better for N = 6 than it will be for N =5

(O None of the above

21) V(x) = x"x is a Lyapunov function for which of the following systems?

O xt=x+u +_ |14 0 (O None of the above
Oxt =17 o4]%

1 0
+_
OX _[O 1])( OX+=O.6X
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Problem 2.

Consider the finite-horizon optimal control problem

N
Vi (X0) = min Z I(xi, ui) st. Xip1=3x + U
i=0

where the stage cost is

I(x,0) = (Z)T 1)

and let ky(x) be the resulting MPC controller.

/ 15

1) If the cost-to-go is Viy1(x) = x Hx, give an expression for k,;(x) and Vi(x) as functions of H.

1+3H
2+H

Ki(x) =| =

mMm:mwiﬂM+m+wH

X2+ 2u% + 2xu + H9x? + Hu? + 6xuH
= x?(1 4+ 9H) + v*(2 + H) + u(2x + 6Hx)

Take the derivative and set to zero

Q:2u(2+H)+2X+6HX=0

ou
,_ _LH+3H
24 H

Plug the control law into the cost to get the optimal value function

X Vi(x) =

1+ 13H
2+H

(2 + 6H)

ﬂx—%%%&JﬂAQ:U+9m+(—;fﬁYQ+HyH—éiﬁi
(1+3H)? 1+3H
:(1+9H)+W(2+H)— TH
_ (1+9H)(2+H) | (1+3H)? 2(1+3H)2
24+ H 2+ H 24+ H
_ (1+9H)(2+H) (1+3H)?
- 2+H - 2+H
_ (L+9H)(2+ H) — (1 +3H)?
N 2+ H
2+ H+18H+9H? —1—9H? — 6H
N 2+ H
_ 14+13H
24 H

x)(2x + 6Hx)
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2) Compute the smallest horizon N° and the controller ky-(x) such that the closed-loop system x™ = Ax + Brpy:(x) is
asymptotically stable.

N® =2 Kne(x) =|—2.5x

Solve the first step:
V5 (%) = min X3 + 2u3 + 2xoUo
Uo
Take derivative and set to zero:

1
dug +2x9 =0 = Up = _EXO

1 1
Vo (x0) = x5 + 2(—§Xo)2 +2x0(=5%0)
1
:x§(1+§—1):1/2

Now we just iterate using the result from the previous question:

14134 1+13/2 15

H _ A2

=5 %512 "5 0
1+13H 1413-3 40

H — = = — =28

20 =—51¢ 243 5

And the controllers and closed-loop systems are

1
K’O(X):_EXO (A+BK):3—O5:25
14+ 3H 1+3-3 10
K.l(X):_QiHX:—;TX:—FX:—QX (A+BK):3_2:1
1+3H 1+3-8 25
=— =——————X=——Xx=—2. A+ BK)=3-25=0.
Ka(x) SRR >+8 10~ 5x (A+BK)=3 5=05



Model Predictive Control Final Exam Monday, January 29, 2024

3) Suppose now that the system is subject to input constraints |u| < 1 and consider the MPC controller below

10

min Z 1(x;, uj) + Vine (x10)
i=0

st. Xiy1=3x+u; Vi=0,..., 9
i < 1 Vi=0,....9

What is the set of states xg € Xg for which this MPC controller has a solution?

Xo=|R

Will the closed-loop system x* = 3x + u*(x) be asymptotically stable for all x € Xo, where u*(x) is the optimal answer
of the above MPC problem?

(O Yes (O No

If yes, prove it. If no, explain why.

No. The system is unstable with a bounded input. There is no such controller.

10
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Problem 3.

Consider the following parametric LCP

w — {_1 _1}Z:Qx+q

1 2
w,z>0
wlz=0

1) Give the complementarity cones for this problem and sketch them.

11
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Enumerate all complementarity bases

. -0 1 0 Wl_i
A=z 0 1 Wo =4

CRy =1{6]6>0}

wowe=o [ [f] -
e 2=12 2e=12 A Ele B =1Z]e+ ]

{1 1} [wy ]
21:W2: =]

CRy,={0] —1<6<0}

12
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2) Sketch the solution w(x) and z(x) for Q = (é) and g = <(1)>

w1

w2

V4|

1 2

13
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Problem 4.

Recall the following definitions

XY ={x+y|xeX yeY} Minkowski sum of X and Y
aX ={ax |x € X} Scaling of a set
If X convex: x1,% € X = ax; + (1 —a)x € X Va € 0,1] Convex set

1) Let X; and X» be convex invariant sets for the system x* = Ax. Show that aX; & (1 — a)X> is also an invariant set
for any o € [0, 1].

Want to show xT € aX; & (1 —a)X, for all x € aX; & (1 — a)Xa.
If x € aX; ® (1 — a)Xs, then there exists an x; € X1 and x» € X5 such that x = ax; + (1 — a)x,. From linearity,
we have that x™ = aAx; + (1 — a)Axz. Invariance of X; and X, imply that Ax; € X; and Ax, € X, and convexity

gives the result.

2) Let X3 € X and X, C X, where X1, X» and X are convex sets. Show that aX; ® (1 — a)Xs C X for any a € [0, 1].

If x € aX1 @ (1 —a)Xs, then there exists x; € X7 and x» € X5 such that x = ax; + (1 — a)xe. Convexity then gives

the result.

3) Let Vi(x) := x” Pix be a Lyapunov function for the system x* = Ax for i = 1,2, with a rate of decrease of x'I'x, i.e.:

Vi(xT) = Vi(x) < —x"Tx .

Show that V(x) = aV4(x)+(1—a)Vs(x) is also a Lyapunov function with a rate of decrease of x” I'x for any a € [0, 1].

V(xT) = V(x) = ax" AT PLAx + (1 — a)x" AT P,Ax — ax” Pix — (1 — a)x” Pyx
< —ax'Tx—(1—a)x'Tx

=—x"Tx

14
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4) Let K be a stabilizing controller for the system x* = Ax + Bu, and X; C X be a convex invariant set for the
system x* = (A+ BK)x, with KX; C U for each i = 1,2. Vi(x) = x” Pix are Lyapunov functions for the system
xT = (A+ BK)x with a rate of decrease of @ + KT RK, for some Q = Q" = 0 and R = R" = 0.

N

J*(x(t)) = min ZX,TQX/ + u] Ru; + aVi(x) + (1 — a)Wh(x)
i=0
s.t. xjt1 =Ax;+ Bu;, i=0,..., N
xeX i=1,..., N
uel, i=0,..., N-—1
xy € X1 @ (1—a)Xs
xo = x(t)

Prove that this MPC controller is stabilizing and recursively feasible for any a € [0, 1] by

i) listing sufficient conditions for stability and

ii) proving them

Hint: You can use the results of the previous three questions, even if you couldn’t answer them.

e The stage cost is a positive definite function
Q and R are positive definite.

e The terminal set is invariant under the local control law kr(x) = Kx
Part a) proved this

e All state and input constraints are satisfied in X¢
Part b) proved this

e The terminal cost is a Lyapunov function in the terminal set Xr
Part c) proved this

15
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Problem 5. /15

Consider the following nonlinear discrete-time dynamic system.

xT = _bx_

B+

subject to the state and input constraints X = {x||x| < 1} and U = {u||u|] < 0.2}. Treat 8 symbolically as a constant
8 >1.

+u:i=f(x u)

Your goal is to design a robust linear MPC controller for this nonlinear system to regulate it to the origin.

The function 67)(2 is shown in the plot below for 8 € {2, 5, 10}.

B+ x
2
_bBx_
B+ x2
1 4
X
-2 —-1.5 -1 —0 0.5 1 1.5 2
_1 £+
-2

1) Find values a and b by linearizing the system around the origin and the smallest w such that the evolution of the
following uncertain linear dynamic system contains that of the nonlinear system above for all x € X and all v € U.

xT=ax+bu+w weW=w-[-1,1] (1)

3
Il
-

a=|1 b=|1

@
+
—

Hint: Ensure that V(x, u) € X x U 3w € W such that ax + bu + w = f(x, u)

We linearize the system:

a=1
b=1
We see that the maximum error will occur at the boundary x = 1, so we get that w = ax — f(x,0) = 1 — ;% =
6106 _ _1_
B+l — p+1°

2) Compute the maximum robust invariant set Xr for the linear system in the previous part within the constraint set X
for the control law u = —0.5x. Use the value w = 0.1 for this question.

X =|[~0.4,0.4]

16
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Our linearized system is x™ = x — 0.5x + w, for |w| < 0.1.
We compute the robust pre-set of an interval [—a, ]

pre([—a,a]) ={x | —a<05x+w < aV|w| <0.1}
={x| —a+01<05x<a-0.1}
={x| —2(a—0.1)<x<2(a-0.1)}
=[-2(a—0.1),2(a — 0.1)]

Oursetis Qo =XNU=[-1,1]Nn{x|| —0.5x| < 0.2} =[-0.4,0.4]
The pre-set of Q) is

pre(—0.4,0.4) = [-2(0.4 — 0.1),2(0.4 — 0.1)] = [-0.4,0.4] = Q

3) Fill in the blanks in the following set so that any controller u(x) € C(x) will ensure robust constraint satisfaction for
system (1). Use the value w = 0.1 for this question.

! !
- oL 1. _
! ! U
o) =w A f--{<|--totoo | [wm] <}--
! ! X
- e — - - _
! !

This is just two-stage open-loop robust MPC in dense formulation.

X1 =X+ Up+wy € X
Xo = Xg+ Ug+ Wp + up + wy € X¢

|UQ| <0.2
|U1| <0.2
0.9 1, 1 y 0.9
0.2 111 0 0.2
— = < |- =T 2 < =
Uo |3t o2 =1, - L;l = o2
0.2 L 0.2

4) Define the controller u*(x) = argmin,cc(x) u"u, where C(x) is the function from the previous part. Will the dynamic
system xT = f(x, u*(x)) satisfy the constraints x € X and u € U? Explain your answer.

OYes (ONo () Not enough information

17
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Yes. The controller robustly satisfies the constraints of system (1) and we designed this uncertain system to contain
the dynamics of the nonlinear system. As a result, the constraints of the nonlinear system are also satisfied.

18
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Problem 6. /15
Consider the following scalar system, which has the nonlinearity -y
x=f(x,u)=x4+u+vy(x) (2)

subject to the constraints |x| <25 and —1 < u < 15.

1) Discretize the system xT = ¢(x, u) with a sample period of 1 second using Runge-Kutta 2. Assume that during the
sample period, the input is constant, i.e., u(t) = u; for all t € [hi, h(i + 1)] for i € {0,1,2,...}.

xt = ¢(x, u) =] 2.5x 4+ 1.50 + y(x) + 0.5v(2x + u + y(x))

RK2 integration is:
ki = f(x,u) =x+ u+vy(x)

X+ hky = x + x4+ u+vy(x) = 2x + u+ vy(x)
ko = f(x + hky) = 2x + u+v(x) + u+v(2x + u + v(x))

h h
T —ky + =k
X X+21+22

zx+g(x—l—u—i—’y(x))+g(Qx—i-u+’y(x)+u+’y(2x+u—|—’y(x)))
= 2.5x+ 1.5u+v(x) + 0.5v(2x + u + v(x))

2) Linearize the discrete-time system around the point x; = 0 and us = 0 and for y(x) = sin(x)

xt ~|5x+ 2u

Compute Jacobian of ¢ with respect to x and u

Jy = 2.5+ cos(0) + 0.5cos(0)(2 + cos(0)) = 5
Jy=154+0.5co0s(0) =2

3) Design a stabilizing and recursively feasible linear MPC controller for the linear discrete-time model computed in the
last part.

19
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Any standard MPC setup will do:

N—1
min Z 1(x;, u;)
i=0

s.t. Xi+1 = 5x; + 2u;
|xi] <25
1<y <15
xy =0

4) If the input from your linear MPC controller is applied to the system (2), will the closed-loop system necessarily satisfy
the constraints?

OYes O No

If yes, prove that this is the case.

If no, give suggestions for how you can modify your controller to ensure that it does.

No, it will not because the linearization and discretization are approximate.
One way to ensure that it does is to bound the difference between the linear discrete time system and the continuous
time one, and then use robust MPC to compensate for this error.

20



