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Course details

@ lLectures Thu 13.15-15.00

@ Main reference books (but we might deviate):
Hsing & Eubank, Theoretical Foundations of Functional Data Analysis, Wiley

Da Prato & Zabczyk, Stochastic Equations in Infinite Dimensions, Cambridge
@ Webpage: moodle

@ Written final exam (cheat sheet allowed)
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What is this course about?

“Modern science and technology provide statistical problems with
observable random variables taking their values in functional spaces.”

Jerzy Neyman, 1966.

In a nutshell, this is precisely what this course is about:

the blending of statistical and functional analysis.
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Functional analysis is the study of infinite-dimensional vector spaces, often with
additional structures (inner product, norm) with typical examples given by function
spaces. The subject also includes the study of linear and non-linear operators on
these spaces, as well as measure, integration, probability on infinite dimensions,
and also manifolds with local structure modelled by these vector spaces.

math.stackexchange.com

Linear Functional Analysis vs Nonlinear Functional Analysis
(Linear Algebra vs Differential Geometry)

e Multivariate analysis (MVA) was about the statistical analysis of random
vectors in finite-dimensional vector spaces

@ Functional data analysis (FDA) is about the statistical analysis of random
vectors in infinite-dimensional vector spaces

@ Matrix algebra played a fundamental role in MVA. Operator theory will play a
similarly central role in FDA.

@ Measure, integration, and probability obviously play a crucial role in both.
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Why care?

Function spaces are generically infinite dimensional
@ Consider any function space that is rich enough to contain (all) polynomials .
@ Assume such a space is of dimension p < 0.
@ Then, no p 4+ 1 elements of said space can be linearly independent.
e But 37 _,axz® =0 = aj = 0,Vk (differentiate and evaluate at 0).

(nothing special about polynomials, can work similarly with other systems)
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Is this a problem?

e Often no. Many key concepts,
structures, and even theorems
mimic their Euclidean (R?, p < o0)
counterparts mutis mutandis, so we
can be guided by our usual intuition
and proceed “by extension”.
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Is this a problem?

e Often no. Many key concepts,
structures, and even theorems
mimic their Euclidean (R?, p < o0)
counterparts mutis mutandis, so we
can be guided by our usual intuition
and proceed “by extension”.

but also

o Often yes. Many concepts and structures
behave in strong contrast with our
Euclidean intuition. Correspondingly, many
“Euclidean theorems” are generically false
and we must proceed cautiously.
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Some strange things about infinite dimensions:

@ The unit ball is not compact.

@ There exist open subspaces.

@ There exist discontinuous linear maps.

@ There is no analogue of Lebesgue measure.
@ Norms are typically not equivalent.

@ Covariances are never invertible.
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A bit of history

On December 21st, 1807, a truly unforgettable presentation took place in the
French Academy of Sciences.

... this presentation was the that of a thesis by the 39 year old mathematician and
physicist named Joseph Fourier.
@ Fourier, like many contemporary scientists, was working on the problem of
heat conduction in metal rods
@ This work had led him to consider different ways of representing functions on
closed intervals

During the presentation of his thesis he made the following remarkable and at the
same time outrageous claim:

any function on a compact interval can be expressed as a trigonometric series )

To be more specific, taking I = [—m, 7], Fourier claimed that any f : I — R, as
bizarre as it may be, can be expressed as

flz) = % + Z(an cos(nz) + B sin(nz))

n=1
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The precise statement was wrong, but can be made correct by a more
assumptions or more nuanced version of “expressed”.

The jury, comprised of Lagrange, Laplace and Legendre, unanimously
rejected the thesis!

The jury had several concerns:

e Since trigonometric functions are infinitely smooth, their sums should also be

e Since trigonometric functions are analytic, their local behaviour determines
their function globally

e How could this be consistent with the arbitrarily local behaviour of a general
function?

Fourier's critics made the mistake -quite common for that era- to assume
that a property that holds for the elements of a sequence (the partial sums)
is also true for the limit of the sequence

Phrased in more modern language, they thought that subspaces of function
spaces (in this case, trigonometric partial sums) are closed (they are not
necessarily so, in this case trigopnometric series are not closed in L*[—, 7]).

So if you ever feel stumped in the functional world, don't be discouraged:
some of the greats were also equally stumped!
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Still, could this all just be a mathematical indulgence?
@ In practice, aren't all data ultimately recorded to finite precision?
o Can’t we just set the measured resolution as the dimension p?
@ Can't we then translate into an MVA setting and go on with life?

While it certainly appeals to our mathematical tastes, it's also very real:

@ We need to make sure our inferences are stable to resolution (blowup).
Functional nature of data can sometimes be a blessing (perfect testing).
Fixing a finite resolution can introduce serious bias (graphical models).

Some forms of statistical variation are functional in essence (phase variation).

°
°
°
@ Some sampling regimes are much more naturally functional (sparse/irregular).
@ Sometimes there is no a priori discretisation (except machine precision).

°

Should exploit the natural ordering and possible (even low degree) regularity

Ultimately:

For the same reasons science treats certain objects within the realm of functional
analysis, statistics must also treat them within realm of functional data analysis.
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“Currently in the period of dynamic indeterminism in science, there is
hardly a serious piece of research which, if treated realistically, does
not involve operations on stochastic processes. The time has arrived
for the theory of stochastic processes to become an item of usual
equipment of every applied statistician.”

Jerzy Neyman, 1960.
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What do you notice in the functional data plots?
In each scenario we had replicate realisations of a random function.
@ This is to be compared with classical inference for random processes.

@ The latter treated circumstances with single realisation.
@ This required invariance and/or parametric/distributional assumptions.

Replication allows us to be ambitious and seek non-parametric methodology.

This distinguishes FDA from traditional inference for stochastic processes.

“If I were actively concerned with the analysis of data from stochastic
processes (other than as related to spectra), | believe that | should try to
seek out techniques of data processing which were not too closely tied to
individual models, which might be likely to be unexpectedly revealing,
and which were being pushed by the needs of actual data analysis.”

John W. Tukey, The Future of Data Analysis
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A technical remark: Stochastic Processes vs Random Vectors

Compare the two '60s quotes of Neyman.

@ Stochastic process: a collection of jointly distributed real random variables:
{Xe:te T}, Vt € T, w— Xi(w) real-valued measurable map
@ Random vector: a random element of some infinite dimensional vector space:
X, w — X (w) vector space-valued measurable map

In finite dimensions (finite T') there is no distinction — a random vector is
e the jointly distributed collection of its coordinates, X = (Xy,..., X,)"
@ a random element of R?

@ They are related via the evaluation functionals: X — (X, e;) = X

But in infinite dimensions the two are not always equivalent

FDA seamlessly blends the two, but we need to be aware.
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(Wish) List of Topics

@ Reminder on Normed Vector Spaces

© Bochner Integration

© Reproducing kernel Hilbert Spaces

@ Basic operator theory, Mercer's theorem

© Random vectors and their moments

@ Gaussian measures, the Hajék-Feldman dichotomy, Conditional Independence
@ Mean square contintuity & the Karhunen-Logve theorem
© Mean square vs pathwise regularity

9 Weak Convergence, tightness, CLT, LLN

@ Moment estimation and the problem of measurement
@ Functional Principal Components

@® The positive definite continuation problem

@® Intrinsic functional graphical models
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Topological and Metric Preliminaries

Let (S,7T) be a topological space:

The closure A of a A C S is the intersection of all closed supersets of A.
Aset AC BC Sisdensein BC S if A= B in the B-subspace topology.
A subset B C S is separable there is a countable A that is dense in B.

A is compact if every cover of A has a finite sub-cover.

A is sequentially compact if every sequence in A has a subsequence that
converges in A.

Let (M, d) be a metric space:
Denseness is transitive and separability is inherited.

M is compact if and only if it is sequentially compact.
A C M is relatively compact (or pre-compact) if A is compact.

a sequence {z,}7>; C M is Cauchy, if sup,, ,~ 5 d(Zm, Zs) N=se,

M is complete if every Cauchy sequence is convergent.
M is totally bounded if, for any € > 0, it admits a finite cover of e-balls.

(Heine-Borel) if M is complete, then A C M is totally bounded if and only if
it is pre-compact. (hence A is compact & A is closed and totally bounded)
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Normed Vector Spaces Preliminaries

Let (W, || - 1|) be a normed vector space over the reals:

A subset V' C V is a subspace if (V', || - ||) is itself a normed vector space.

The span of A C V, span(A) is the smallest subspace containing A (smallest
w.r.t. set inclusion order, i.e. the intersection of all subspaces containing A).

e Equiv., span(A) is the set of all finite linear combinations of A-elements.

o A set A CV is linearly independent if linear combinations of finite subsets
thereof vanish only under identically zero coefficients.
@ A Hamel basis is a linearly independent set A such that span(A4) = V.

@ If V has a finite Hamel basis, then V is called finite dimensional, and the
dimension of V, dim(V), is defined as the cardinality of this! Hamel basis.

o If dim(V) = p < oo then V is isometrically isomorphic to R?.

Lor any other one, all Hamel bases must have the same cardinality.
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The map d: V x V — [0, 0) defined as d(z,y) = ||z — y|| is a metric.

Metric/topological statements made in the context of V without specifying
the metric/topology, are always understood to be w.r.t. d(z,y) = ||z — y||.

Two norms on V are called equivalent if they generate the same topology.
Two norms || - ||z and || - ||z on V are equivalent if and only if
cllefly < llzllz < Cllzllx
for all z € V and some fixed ¢, C' < 0.
If dim(V) < oo, then all norms on V are equivalent.

If dim(V) < oo, it is complete and separable regardless of choice of norm.
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Banach Spaces

@ A normed vector space (V, || - ||) that is complete is called a Banach space.

@ If A is a subset of a separable Banach space B, the closure A4 in B equals the
completion of A in B.

o Caution: a Banach space can be non-separable if it's not finite dimensional.

(Baire) The intersection of countably many dense open sets in B is dense in B

Caution: a Banach space has countable Hamel basis iff it's finite dimensional.
o Classical Banach spaces that are not finite-dimensional include:

o C[0,1] with the supremum norm ||f|lec = sup,¢o 11 |f(2)I-

e LP[0,1], 1 < p < oo, with the LP-norm ||f||, = (fol fp(u)du) v

o L[0,1] with the essential supremum norm

lIflleo = esssup|f(z)| := inf{u € [0,1] : |Au(f)| > O}
z€[0,1]

where Ay(f) ={z € [0,1] : f(z) > u} is the (strict) u-superlevel set of f.

@ All but the last example are separable.
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@ One can define LP-spaces of real functions on more general measure spaces
o For example real random variables X : (Q2, F,P) — R with norm (E|X|?)!/?.
@ Important inequalities (used to establish that L” spaces are Banach):

Holder: For all 1< p < g < oo with p~ + g% = 1, we have [Ifglls < [Ifllollgle
Minkowski: For all p > 1, ||f + gll, <|Ifllz + llgll, (yields triangle inequality)

@ Note that we cannot interpret functions in L?[0, 1] pointwise:

If = 9llp =0 < Kz:f(z) #g(z)}| =0

@ And yet, C0,1] is dense in L?[0, 1], for any p > 1.

@ Surprising? And yet coherent:

e LP norms “blind” to perturbations over null sets, and

e continuity cannot tolerate perturbations restricted to null sets?.

2any nonempty open set has positive Lebesgue measure.
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Hilbert Spaces

@ If there exists a symmetric bilinear form (-,-) : V x V — R on a real normed
vector space (V, ]| - ||) such that

[zl = (z,2), VzeV,
then V is called an inner product space with inner product (-, -).

@ A normed vector space is an inner product space if and only if its norm
satisfies the parallelogram law,

lz — yll* + Iz + y|I”

2 2 _
llzll* +llyll® = 5

in which case the polarisation identity elicits the underlying inner product,

z+yl? -z -yl
(Qw:H H4H |

@ An inner product is continuous in the product norm topology.

@ A Hilbert space is a Banach space with (norm generated by) an inner product.
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e Consequently, L?[0,1] is a Hilbert space but L?[0, 1] with p # 2 is not.
o We say vectors z,y € H are orthogonal, and write z L y, when (z,y) = 0.

@ An orthonormal system is a set E C ‘H comprised of unit norm vectors that
are pairwise orthogonal, i.e. ||z|| =1 and (z,y) =0forall E>z#y € E.

@ An orthonormal system E C # is called complete (in H) or total if
span(E) = H.
(equivalently, if (e,z) =0Ve € E < 2 =0.)

If furthermore E is countable, it is called a (countable) orthonormal basis.

ONBs and Separability
A Hilbert space H has a countable orthonormal basis if and only if it is separable.

@ In the non-separable case, we can still show a complete orthonormal set
always exists - provided we use Zorn's lemma.

e Consequence: the unit ball in # is compact if and only if dim(#) < co.
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e Two Hilbert spaces {(H, (-,-):)}2_, are isometrically isomorphic if there
exists a unitary map U : H; — Haz (linear bijection that preserves inner products)

Classification of separable Hilbert spaces

A separable Hilbert space is isometrically isomorphic to either R? or £5, depending
on whether it is finite dimensional or not.

@ Unitary maps map countable orthonormal bases to countable orthonormal
bases, so the isometry manifests via the implied coordinate systems.

@ These are also known as Fourier coefficients.

(Generalised) Fourier Series in separable Hilbert spaces

Let 7 be a separable Hilbert space with countable orthonormal basis {e,}. Then,
© The sequence Zle o e, converges in H if and only if {a,} € L.
Q When z = limy o0 3 o0, Gtnen = 9 oo, Gnen eXists we have an = (z, en).

© For any y € H we have y = E:o:1<y: en)en
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Projections, Closed Subspaces, Direct Sums

Theorem (Projection Theorem)

Let S be a linear subspace of H. If S is closed, then given any y € H
@ the functional f : S — [0, 0),

s [ls -yl

admits a unique minimiser § € S.

@ The unique minimiser § € S is characterised by the condition

(y—1,5)=0, Vses.

The minimiser is called the projection of y onto S, and the characterisation says

that the residual y — ¥ should be orthogonal to all elements of S.

This motivates the definition of the orthogonal complement of a subspace S € H

St:={zcH:(z,5) =0Vs €S}

So the characterisation (2) now reads that y — § € S+.
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A consequence of the last theorem is that given a closed subspace S we can
uniquely decompose any = € H as ¢ = zs + zgL,with 5 € S, zg1 € S*.
Recalling that a direct sum of two orthogonal subspaces S; and S; (meaning that
z L yforallz €Sy and y € Sy) is defined as:

S10S:={z+y:z€8,y €S}
we have essentially shown that:
Theorem (Projection Direct Sum Decomposition)

Given any closed subspace S we may decompose H. into the direct sum

H=S®S .

Finally we consider what happens when we take the orthocomplement of an
orthocomplement:

Proposition (Orthocomplements)

Let A be a subset of a Hilbert space H. Then:
e Al js a closed subspace of H.
o AC (AL
e if A is a subspace (A1) = A.
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@ Reminder on Normed Vector Spaces

© Bochner Integration

© Reproducing kernel Hilbert Spaces

@ Basic operator theory, Mercer's theorem

© Random vectors and their moments

@ Gaussian measures, the Hajék-Feldman dichotomy, Conditional Independence
@ Mean square contintuity & the Karhunen-Loeve theorem
© Mean square vs pathwise regularity

© Weak Convergence, tightness, CLT, LLN

@ Moment estimation and the problem of measurement
@ Functional Principal Components

@ The positive definite continuation problem

@® |Intrinsic functional graphical models



When a normed vector space is finite dimensional, it is isomorphic to R?. Hence
integration of vector-valued functions can be defined coordinate-wise.

For a general separable Banach space B, one has to proceed from first principles
(and there are more than one notion of integral that can be defined).

@ Our goal: given measurable f : (Q2,F, u) — B, define the integral
[ fdu = [ f(w)u(dw) Banach-valued function f.

@ Our tool: we know what [ ||f(w)||u(dw) means, so maybe we use that.

@ Recalling that Lebesgue integrals are defined through simple functions, it is
reasonable to start with f : Q@ — B being a simple function, i.e. of the form

fw = cl{we B}, B, . B.e€F c,..,cx€B

e When u(E;) < oo for all 7, such f is said to be Bochner integrable, and
[ fau = Jo f(@)n(dw) = Ty cin(E)
is called its Bochner integral.

@ It can be seen that this is well-defined: the integral is invariant to
re-parametrising f, since one can always partition the E; into disjoint sets.
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Like with Lebesgue integration, we can then go by approximation:

Bochner Integral

A measurable function f : (2, F, u) — B is said to be Bochner integrable if there
exists a sequence of simple Bochner integrable functions {f,} such that

Tim / 1 (@) — (@) l4(dw) = 0.

In this case, the Bochner integral of f is defined as

[ 1au= /f u(dw) = lizm [ fud

e The definition implicitly uses completeness: || [ fodu|| < [||fal|dp so that

H/fnd/z—/fmduH S/||fn_fm||d/1,§/an_fHd,u_{_/Hfm_fHd“

. Thus, {[ fodu} is a Cauchy sequence in B and hence converges.

o Again, the value of [ fdu is independent of the approximating sequence {f,}.

(merge any two sequences and use same argument as above)
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If f is Bochner integrable, then we can show [ ||f||du < oo (and, consequently,
| [ fdul| < [If]|du). But the converse fails without further assumptions. One
avenue is via “fidi approximation”:

Theorem

Let f : (Q,F, 1) — B be a measurable and [ ||f(w)||u#(dw) < co. Suppose that

tim [ 1f - galldu =0
n—r 00
for some sequence of Bochner-integrable (not necessarily simple) functions
g’ﬂ : (9)3:7/") — S’ﬂ C B)

with {S,} a sequence of finite dimensional subspaces of B. Then, there exists an
approximating sequence of simple functions, and f is Bochner integrable.

In a separable Hilbert space, we do get the converse:

Corollary

Given a separable Hilbert space #, a measurable f : (2, F, u) — H is Bochner
integrable if and only if [, ||f (w)||x(dw) < oo.
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Finally, we can use the Lebesgue dominated convergence theorem to get a
Bochner dominated convergence theorem:
(Bochner) Dominated Convergence Theorem

Let {f.} be a sequence of Bochner integrable functions valued in B that
converges to some f valued in B. If there exists a non-negative Lebesgue
integrable function g : (Q2,F, u) — [0, 00) such that

[|fn(w)]| < g(w), for u —almost all w and forall n > 1

then f is Bochner integrable, im [ [|f — fu||du =0, and [ fdp = lim [ f,du.
n— 00 n—00
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@ The study of infinite-dimensional Hilbert spaces was motivated primarily by
the need to study function spaces.

@ But it is a prior not clear whether (or when) the norm'’s topology furnishes
pointwise information.

Turns out that this question is settled by way of the notion of reproducing kernel:

Definition (Reproducing Kernel)

Let (H,(:,)) be a Hilbert space of real-valued functions defined over a set E. A
bivariate function K on E x E — R is said to be a reproducing kernel for (-, -) on
H if it satisfies the following two properties:

© For every fixed ¢t € E, the function K; = K(+,t) : E — R belongs itself in H.
@ K is reproducing for (-, -): for all f € H and t € E, one has f(t) = (f, K3).

When a Hilbert space (H, (:,)) possesses reproducing kernel, it is said to be a
Reproducing Kernel Hilbert Space (RKHS).

A quick sanity check reveals that these definitions are not empty:

@ One can readily check that R? with the usual inner product is an RKHS, taking
E ={1,...,p} and defining K(s,t) = Ele e;(s)e;j(t) where {e;} is the canonical basis.

@ Therefore, all finite-dimensional Hilbert spaces are RKHS (by isometric isomorphism).
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How can we know whether a kernel is reproducing?
Fortunately, we can characterise reproducing kernels as non-negative definite
(a.k.a. positive semidefinite) kernels. Recall that a kernel K : E x E — R is
positive-semidefinite (write K > 0) if it satisfies:

QO K(z,y) =K(y,z) forall z,y € E.

Q> > K (z,z) >0forallpeN, allzi,..,z, € B, and all

a1,..,ap €ER.

A kernel is strictly positive definite (write K > 0) if it is non-negative definite,
and the inequality in (2) is strict unless a3 = ..., = 0.

Theorem (Moore-Aronsjan)

The reproducing kernel of a given RKHS (#, (-, -)) is unique and non-negative
definite. Conversely, given a non-negative definite kernel K on E x E, there exists
a unique RKHS (H(K), (-, -)x) of functions on E with K as reproducing kernel.

Caution: When we speak of a Hilbert space, we really mean the set of its elements and the
associated inner product. The same set of functions can be furnished with two different inner
products (meaning all have finite norm) — resulting in two different Hilbert spaces.

So two different positive-definite functions may be reproducing kernels for the same set of
functions, but they will be so under different inner products (note that the ‘reproducing property’
is with respect to a specific inner product).
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Proof
If two kernels K; and K, for H have the reproducing property for (#, (-, ")),

f(t)=(f, Ki(8)) =, Ka(+, 1)) = (f, Ku(:,t) — Ka(+,2)) =0
for all f € H and all t € E, which implies that K; = K». Since K; € H,
K(S, t) = (Kt’ KS) = (K(1 t)) K() S)) = (K(’ S), K(: t)) = K(t: S)'
Finally using both the reproducing property and the fact that K; € H,
Eok
ZZaiajK(ti,t ZZazaJ (K, Ky) <Zathi,Za]Kt> > 0.
i=1 j=1 i=1 j=1
To show that a positive semidefinite-kernel generates a unique RKHS, define

7-[0:{ZaiKtlzaieR,tieE,n21}.

=1

to be the span span({K;}icg).
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Define a symmetric bilinear form in Hq
<Z aiKsl,ijKt]> = ZZaiij(si,tj).
i=1 =1 0 =1 j=1
We note that, by construction, K is reproducing on Hg for (-, -)o:
(f, Ki)o = f(2), Vte E & f € Ho.

Now, we claim that (-, ) is an inner product. Since K is non-negative definite it
must be that (f,f)o > 0 for f € Hy. Defining ||f|lo = (f,f)o, it remains to show
that ||f|lo =0 = f = 0. To show this:

o We can directly verify that (-, -)o satisfies the Cauchy-Schwarz inequality, i.e.,
(£, 9)l? < (F,f)olg, )0 = If IBllgll5,  Vf,g €Ho
o Next, since K is reproducing for (-, -)q on Hg, we have
F(OP=KF, Ke)ol*<(F, F)o(K (-, 8), K (-, t))o = (f, oK (2, £)

which vanishes if {(f,f)o = 0.

Victor M. Panaretos (EPFL) Functional Data Analysis 37 / 240



To complete our construction (pun intended), we must now complete Hg with
respect to (-, -)o. If {f.} is a Cauchy sequence in Hq, then, for any t € E,

fn() = Fn (8 = [{Fn = frn, Ki)ol* <|Ifn — fnlIGK (2, 2)

so {f.(t)} is a Cauchy sequence in R, and hence f, () converges to a real limit.
Collecting these limits as t ranges in E, we obtain a real function f(z). We will
now need to relate these pointwise limits to limits in the norm.

First, we treat a special case “lemma": if {f,} is Cauchy in Hg and converges
pointwise to zero, then it also does so in the || - [[g-norm (i.e. ||f|lo — O as well).

To this aim, note that a Cauchy sequence is necessarily bounded, so let
llfallo < B < o0. Furthermore, the Cauchy property implies that for any € > 0
there exists an N such that ||f, — fx|lo < €/B forall n > N. Now fy € H; so,

f(z) =57 a; Ky (). (for some {a;} and {t})
Now, we can use Cauchy-Schwarz and the reproducing property to write

P p
1fallg = (fo—Fir, Fudo+ (v, Fudo<Ilfa = Fllollfallo+ > cifn(t:) < €4 aufa(ty)

i=1 =1
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By pointwise convergence of f, to 0 we can choose n sufficiently large to bound
the second term on the RHS by €. In summary: for any € > 0, there exists an n
sufficiently large such that ||f,]|2 < 2¢, so that pointwise convergence to zero
implies norm convergence to zero.

Now let H be the collection of functions on E that are pointwise limits of Cauchy
sequences in Hq. For f, g € H, define

where {f,} and {g,} Cauchy sequences in Hq converging pointwise f and g,
respectively. To show that this is well-defined we need to:

@ Show that the limit exists.

@ Show that the limit is invariant to the choice of Cauchy sequences
For existence, using the polarisation identity and the reverse triangle inequality,

{(fn, gn)o — {fm, gm)o

1
— £ |15 + anllo = 115~ anllo = I1fm + gmllo + 1 — gmlo

< 2 Ul — fm) + (g — am)llo + lUm — o) + (30 — am)lo) < 5 (I — fnllo +Ilgn — gmllo)

50 (fn, gn)o is Cauchy in R (since f,, g, are Cauchy in Hg) and thus has a limit.
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For invariance, take {fn} and {3, } are another pair of Cauchy sequences in g
that converge to f and g pointwise, then {ﬁ — fn} and {g. — g»} are Cauchy
sequences in Hg converging to zero pointwise. Thus our “lemma” implies that
[ = fullo = 0 and ||Gn — fullo — 0. A second use of the polarisation identity and
reverse triangle inequality now gives

- . 1 - o ® @
<fn:gn>0*<fn:gn>0 = Z an‘i‘gnHO *an *gnHO *an‘anHO‘Fan *gnHO

" . 1 .
(I = F) + (gn = Ga)llo +[I(Fa — fa) + (g0 = Gn)llo) < 5 (Ifo — Fallo + I|9n — Gnllo)
H, (-, ")) is a Hilbert space. By direct calculation, we can furthermore verify

that admits K as a reproducing kernel, and so is an RKHS for K.

To show that (%, (-, -)%) is the only Hilbert space with kernel K, let (G, (-, )g) be
another RKiS with kernel K. Then, Hg is a subspace of G. Hence,
G =Hg ® Ho (in the || - ||g-sense). So, for any f € Ha (|| - |lg-sense):

@ on the one hand f(t) = (f, K:)g since K is reproducing for (G, (-, )g)

e on the other hand (f, K:)g = 0 since K; € Hg and f € Hg.
So Hg = {0}. Hence G = Hy i.e. G is the completion of Hy. But K reproduces
both (-, )% and (-, -)g, so we must have (-, Y3y = (-, -)g = (-, -)o on Hg. It follows
that (#, (-, -)n) = (G, (-, -)g). as both are completions of (Hq, (-, )o)- O

’ ‘le—‘
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Notice that our proof automatically establishes that

RIS

H(K) = Span({Kt}teE)
i.e. finite linear combinations of K;'s are dense in H(K). Consequently:

Theorem (Separability)
If E is separable and K is continuous then (#(X), (;,-)x) is separable.

Proof.

Let {t,} be a countable dense subset of the separable set E. Then, by conituinty
of K, the collection of functions {Ele a; K (-, t):a €Q,k > 1} is a countable
dense subset of span({K;}:cx), which is in turn dense in H(K). By transitivity

of denseness in metric spaces, we conclude that H(K) is separable. O

Theorem (Continuity)

If K is continuous near {(t,t) : t € E}, functions in #(X) are continuous on E.

v
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Proof.
If f € H(K), then [f(¢) — f(s)| = [{f, Kt — K)| < |Ifllx || Kt — Ksllx. However,

||Kt — Ks”%{ = <Kt — KS,Kt — K5>K = K(t,t) + K(S,S) — 2K(t,5),

which converges to zero as s — ¢ by the continuity of K near {(¢,t): ¢t € E}.
O

Corollary (continuity of Kernel and continuity near diagonal)

A reproducing kernel K : E x E — R is continuous everywhere if and only if it is
continuous near the diagonal {(¢,¢) : ¢t € E}.

RKHS are distinguished among Hilbert spaces, because norm convergence implies
pointwise convergence:

Theorem (From Norm to Pointwise Convergence)

Let H(K) be an RKHS containing functions of E. If {f,} is a sequence of
functions in H(K) such that ||f, — f|lx — 0, then f,(¢) — f(¢) as n — oo for all
t € E. If, furthermore, sup,.z K(t,t) < 0o, then the convergence is uniform:

supeg |fa(t) — F(2)] = 0.
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Proof.

Imitating a step in previous proofs, (use of reproducing property and
Cauchy-Schwarz: |f,(t) — f(t)]? = [{(f, — F, Ke)x |*<||fn — FII% K (¢, £). |

o It follows that the evaluation functional e; : H(K) — R given by

e(f) =F(t) = {f K(-, 1)k

is a continuous linear map for all ¢ € E for an RKHS (H(K), (-, )x)-

o Conversely we can ask, for H a Hilbert space of functions on E, when are the
evaluation functionals continuous? Turns out this is only true for RKHS.

Thus, RKHSs are characterized by the continuity of the evaluation functionals:

Theorem (Evaluation Functionals and RKHS)

Let H be a Hilbert space of real functions on E. Then, the evaluation functionals
are continuous maps, if and only if H is a RKHS.

The proof makes use of the Riesz representation theorem, and is postponed to
that point (Riesz representation itself depends in no way on RKHS).
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A natural question is: when are two RKHS topologically equivalent?

We answer this in two steps.

Proposition (Loewner order and RKHS inclusion)

Let Ki,Ks > 0 on E x E. If there exists C > 0 s.t. C*K, — Ky > 0, then:
° H(Ky) CH(Kz).
e for any f € H(K1),

f||K1 < C”fHKz

So using the above result twice, we obtain:

Proposition (Equivalence of RKHS norms)

If there exist C,c >0 s.t. C?K, > Ky = c?Ky, > 0 on E, then:
o H(K,) = H(K>).
@ the corresponding norms are equivalent, i.e. for any f € H(K1) = H(K>)

cllfllz, <[Ifllx < Cliflix.-

@ This clarifies an earlier comment qualifying uniqueness, in that two distinct
kernels can generate the same RKHS as a set, but still with different norm.
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@ Reminder on Normed Vector Spaces

© Bochner Integration

© Reproducing kernel Hilbert Spaces

@ Basic operator theory, Mercer's theorem

© Random vectors and their moments

@ Gaussian measures, the Hajék-Feldman dichotomy, Conditional Independence
@ Mean square contintuity & the Karhunen-Loeve theorem
© Mean square vs pathwise regularity

© Weak Convergence, tightness, CLT, LLN

@ Moment estimation and the problem of measurement
@ Functional Principal Components

@ The positive definite continuation problem

@® |Intrinsic functional graphical models



Bounded Linear Operators

A map T with domain dom(T) and range range(7) is called a linear operator if
Q dom(7) and range(T) are vector (sub)spaces over the reals,
Q T(az +y) =aT(z) + T(y), for all z,y € dom(T) and all scalars & € R

We will be primarily concerned with linear operators whose domain and range are
subspaces of (possibly different) Banach spaces, say (Bi,|| - |l1) and (Ba, || - I|2)-

A linear operator is bounded on its domain if there exists 0 < C' < oo such that

ITells < Clials, Ve € dom(T).

Often we speak of bounded linear operators acting on a Banach space B without
specifying the domain. It is then implicitly understood that the domain equals B.

Caution: Linear operators may be bounded on a proper subspace of a Banach
space, but not over the entire Banach space.

The kernel (or null space) of a linear operator T is defined as
ker(7) := {z € dom(7) : Tz = 0}.

The rank of a linear operator T is rank(7) := dim(range(7)).
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Theorem (Boundedness and Continuity)

The following three statements are equivalent:
@ The linear operator T : dom(T) — range(T) is bounded on its domain.
@ The linear operator T : dom(7) — range(7) is a continuous.
@ The linear operator T : dom(7) — range(T) is Lipschitz continuous.

Proof.
We will show (1) = (3) = (2) = (1). Assuming (1), we have that

17(z + u) = Tzlls = [|T(u)ll2 < Cllull

which establishes Lipschitz continuity, and hence continuity. Now assume (2).

Then there exists € > 0 such that for all ||u|]; < 2¢ in dom(7T),

[T(w)lz = ||7(x) = T(0)[|l2 < 1.

Consequently, noting that (obviously) e e <2eforall0#z e dom(7)

s (), -2 )
€ llz[l2 llzlle /1,
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@ The vector space B(B1, Bz) of bounded linear maps from By to B equipped
with the operator norm,

TN =sup  lITzl, TeB,
z€By:|z|[1=1

is a Banach space. If B; = B, = B, we denote this space by B(B).
@ By definition of boundedness, for any z € By, we have

1Tzllz < |7 . l1=ll:-

@ The Banach space B* := B(B, R) is called the dual space of B, and its
elements are called bounded linear functionals.

o We say that sequence {z,} in a Banach B converges weakly to z € B if the
real sequence Tz, converges to Tz for all T € B*.

A couple of examples:
@ Evaluation functionals on B1 = C|[0,1]: Let t € [0,1] be an arbitrary point, and define the
map T¢ : f — f(t) from By = C[0,1] to B2 = R. Clearly, T; is linear, and
[1Tefll2 = 1F ()] < |Ifll1 = suPsgpo,17 IF(s)| with equality holding iff f constant function.

@ Hilbert-Schmidt integral operators on Bl = L»]0,1]: Let By = L2[0, 1] and define the
linear map T by (Tf)(- f K(- t)dt for f € L2[0,1] and K (-,-) € L2([0,1]?).
Then, Tf € L»[0,1]. Further, H‘Tsz g IFilks fo fo K2(s, t)dsdt, so ||T]|_, < IIKIl.
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Inverses and their Boundedness

A bounded linear operator T € B(By, B2) is said to be
o 1-to-1 if ker(T) = {0}.
e onto if range(7T) = Bs.
@ bijective if it is 1-to-1 and onto.
@ open if T(U) C Bz is open for all open U C B;.

The identity operator J € B(B) uniquely satisfies z +— z for all z € B.
If T € B(Bi,Bz) is bijective, it has an inverse: an operator T~1: By — By s.t.:
Tl =1.

The inverse T~ of a bijective operator T is unique and is invertible with inverse
[T t=7T
When T is linear, then so is T 1.
@ Uniqueness: if A and B are both inverses then (A — B)Tz = 0 for all z € By, or

equivalently (since T is onto) we have (A — B)y = 0 for all y € Bs.

@ Inverse: for any y € Ba, there is a unique z € B; such that y = Tz since T is a bijection.
Hence T(T7 1)y = T(T71)Tz = Tz = y showing the existence/form of the inverse.

@ Linearity: V y1,y2 € Ba there exist x1,22 € By s.t. y; = Tz; & T ly; =, 1 =1,2. Thus
rJ'_l(yl + cy) = ‘J'_l(‘.]'zl + cTz) = ‘T_l(T(:cl + cxz2)) =@ + cz2 = T ly1 4+ T Ly
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If T € B(By, Bz) is onto, then it is open.

The proof is a consequence of the Baire property of Banach spaces.

If T € B(By, By) is bijective, then T~ € B(By, By).

When T is bijective, then T exists and is bijective (and thus onto), so by the
open map theorem (T=1)=1(U) = T(U) is open for all open U C B;. Hence,
T-1 is continuous. O

R e (T I AP e —— YT



Theorem (Unit Perturbations of the Identity)
For B a Banach space let T € B(B) with ||T||_ < 1. Then J — T is bijective and

(71— 7)1 :(J+E]?‘°:1‘If.

For perturations of the form J + T, the summation would be over alternating signs.
Proof

(I—T)z =0 = z =Tz and so ||z|| = ||Tz||. But ||Tz|| < ||T|| Izl < |lz]| since
7], < 1. So z € ker(T) implies that ||z|| = 0, and J — T is bijective. Since

l7],, <1 we also have Zf’:l |||T|||ZX> < 00. By the triangle inequality, the partial sum
sequence 8, :=J + 2;21 77 is Cauchy in B(B) and thus has a limit in B(B), say

S =0+ 32, 7. Now )= 8,0 — Tl,, = 7, < I = 0. So
$(I—-7)=17 (]

Lemma (Sherman-Morrison-Woodbury identity)
For operators 8, 7, U and V with 8§ and T invertible, we have

(T+uUs V) =7 - YS + v u) vyt

(proof by direct verification, multiply RHS by T+ US™!V)
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Theorem (Riesz representation)

Any Hilbert space (#, || - ||) is isometrically isomorphic to its dual H*. Said
differently, T € B(H,R) be a bounded linear functional. Then, there is a unique
element ry € H, called the representer of T, such that

Tz = (z, ry), Vz € H.

Furthermore, ||T]|_ = [I7=l.

Proof

If T=0, take 77 = 0. Otherwise, consider ker(T)~. This is a closed subspace of
H by an earlier result. Choose y € ker(T)" such that Ty = 1. Then, Vz € H,

T(z — (T2)y) =Tz —TzTy =Tz — Tz =0,

ie., z — (Tz)y € ker(T). As y € ker(T)*, we have (y,z — (Tz)y) = 0, which
implies that (z,y) = Tz(y, y) = Tz||y||*>. So we may take ry = y/||y||*> and get

Tz = (ry, ) Vz € H.

To show uniqueness If we could find another representer 7%, then (z,ry — L) =0
for all z € #, which implies that ry = 7. O
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The Adjoint

Corollary (Existence and Uniqueness of the Adjoint)

Let (H1, (-,)1) and (Hz, (-, -)2) be Hilbert spaces. To every T € B(H1,H2)
corresponds a unique T* € B(Hz, H;) determined by the relation

<7$1,$2>2 = <£E1,‘T*:L‘2>1 V, T € 'Hl,xz € H,.

@ The operator T* is called the adjoint of 7.
@ When case H1 = Ho, we say that T is self-adjoint if T* = T.

Proof

The functional (T2, z5)2, seen as a function of z; for fixed z;, is bounded and
linear. So, by the Riesz representation, there exists a unique y € H; (depending
on ;) such that (T, z2)s = (21, y)1. Thus, we take T*z, = y. This definition
gives us a linear mapping. To see that it is bounded, first note that for any

z1 € Hiy, we have (T*zy, 1)1 = (y, 1) = (22, Tz1). So,

1T 22|17 = (T*z2, T*22) = (22, T(T*22)) < || TY| N T* 222 [ 22]]2,
which implies that [|T*z,[]; < ||| llz2l2- O

Victor M. Panaretos (EPFL) Functional Data Analysis 53 / 240



Note that by the Riesz representation, z, — = weakly in a Hilbert space H if and

only if (z,,y)y — (z,y) forall y € H.
@ Therefore, if z, converges weakly to y in Hj, then Tz, — Tz weakly in Hs:

(T, 2)2 = (@0, T*2)1 = (2,T*2)1 = (Tz,2)2, V,2 € Hy

Some specific examples:
@ Matrices: when H = R%, any T € B(H) is a d x d matrix T, and T* is the
linear transformation associated with the matrix T7.

@ Integral operators on LQ[O 1]

‘J’f g fo fo )g(s)dtds = (f, fo s,-)g(s)ds). Thus,
fo S, ds So, T is self—adJO|nt if K is symmetric.

@ Evaluation maps: Let H(K) be an RKHS of functions on E and T; be the
evaluation functional corresponding to a fixed ¢ € E. Then, for o € R, we
have aT:(f) = af (t) = a(f, K(-, t)) = (f,aK (-, t)). Thus,

Ti(a) = aK (., t) for t € E. Also, ||T¢]| , = |7t ]l., = K*2(¢, ).
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Theorem

For (H;,{-,+):), ¢ = 1,2 two Hilbert spaces, and T € B(H1, Hz), we have

17N, = sup{l(TS, gdal : [Ifll2 = L, llgll2 = 1}-

Furthermore, if H1 = Ho and T is self-adjoint, then

17l ., = sup{[<TF, )1 = Il = 13-

Proof
Assume T # 0 wlog and denote the above supremum by M. By Cauchy-Schwarz,

M = [(TF, g)2| < 1TFl2llgllz < TN Nlgllz = 1T

For the reverse, for any ||z|| = 1 with Tz # 0 (one exists since T # 0). Then,

Tz [REZIE
M > <‘Tm, > =
‘ 1Tzl /5 Tzl

= [|Tz].

which implies that M > |H‘J'|||Oo
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Now consider the self-adjoint, and this time set M = sup{|(Tf, f)| : [|f|l = 1}
Just as in the first part of the proof, ||T||_ > M.

For the reverse inequality, note that if f, g € H satisfy ||f|| = ||g]] = 1, then the
polarization identity holds since T = T*.

4Tf,9) =(T(F +9),(F+9) —(T(f — 9), (F — 9)).
Since |(Th, k)| < M||k||?, it follows that

(TF,9) < MAIIF + gl + IIf — all*}/4 = M{IFI* + llgl*}/2 = M.

Thus, the first part of the proof implies that [|T|_ < M. O
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Theorem
Let T € B(H1,Hz). Then,
Q@ (T7) =7,
0 [|7°l., = 17, and |77, = I7IIZ..
© ker(7) = (range(T*))*,
Q ker(T*7T) = ker(7) and range(T*T) = range(T*),
Q@ H; = ker(7) ® range(T*) = ker(T*7) @ range(T*T), and
Q rank(7*) = rank(7).

It's worth reflection on (3), (4), and (5) in the self-adjoint case.

Proof

Part (1) follows from definition. For part (2), let z; € #; for ¢ = 1,2. Recall from
an earlier proof that [|T*[|__ < [|T||... This used in conjunction with part (1)

yields || 7|, < |7*[|., proving H|‘T||(|):O = [|7*||..- From this identity, and using
the definition of operator norm, we can get that [|T*T]|__ < |||‘J'H|io On the other
hand, ||Tz|13 = (T*Tzy, 21)1 < || T*T||_ ll21 |3, which implies H|‘T|||io <177
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For part (3), let z; € ker(7) in which case, (z;, T*z3); = 0 for all 2z € H,. Thus,
z; € (range(T*))L. Conversely, let z; € (range(T*))*. Then, since
T*Tz;, € range(T*), we have ||Tz;]|2 = (21, T*Tz1)1 = 0.

For part (4), if z; € ker(T), then of course z; € ker(T*T). If z; € ker(T*T), then
0 = (z1,T*Txz; )1 = ||Tz1||2, which proves the first identity of part (4). The
second identity follows from the first one, part (3), and the fact that for any
subspace M, (M)t =M.

Part (5) follows from parts (3) and (4) and the fact that for any closed subspace
M of Hy, we have H; = M & ML,

For part (6), first assume that rank(7) < oo so that range(7) is finite dimensional
and hence closed. Applying part (5), we have that for z € H,, T*z = T*z/,
where z' is the projection of z onto range(T). So,

range(T*) C T*(range(T)) = rank(T*) < rank(7) < oco. Interchanging T and T*
yields rank(T) < rank(T*) implying that rank(7) = rank(T™*) if one of these
ranks is finite. If one of them is infinite, the same argument also shows that the
other rank must be infinite. O
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Non-Negative Definite and Positive Definite Operators

Definition

An operator T on a Hilbert space H is said to be non-negative definite (or simply
non-negative) if it is self-adjoint and (Tz,z) > 0 for all z € H. It is called
positive definite (or just positive) if strict inequality holds for all z # 0. For two
operators J1 and T2, we write T7 < T (respectively, T3 < T3) if To — T3 is
non-negative (respectively, positive) definite.

For any operator T, we can verify that the operator 7*7 is non-negative definite.

Theorem
Let T € B(H) for a Hilbert space H. If T is non-negative (respectively, positive),

then there exists a unique non-negative (respectively, positive) operator 8 € B(H)
such that 82 = 7 and 8§ commutes with any operator that commutes with 7.

We use the notation T%/2 for 8, and it is called the square root operator of T.

@ Note that the non-negative operator is only assumed bounded.

@ For compact operator (to be defined soon) the spectral theorem (to be
proven soon) will directly give this result, but compactness is not necessary.
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Proof

Assume w.l.0.g. that |||‘J'|||00 < 1 so that we can verify that |||IJ — ‘J'|||oo <1. The
proof relies on the fact that the Maclaurin expansion (1 — 2)*/2 =1+ )22 ¢;2
is absolutely convergent for all |z| < 1 with all the ¢;'s being negative.

Consequently, the series 8, :=J + E?:l ¢;(J — T)7 is Cauchy and must therefore
converge to some operator 8 € B(#). We can directly verify that § is self-adjoint.

Writing 8§ =7 + E;’il ¢;(J—T)’, we can rearrange terms by absolute convergence
to show that 82 = 7. Now,

(8z,z) = 1+ch((5—‘.]')jz,w) > 1—+—ch =0
j=1 j=1

as ¢ < 0and 0 < ((J—T)z,z) < 1. Further, since S, commutes with any
operator that commutes with T this property also holds for the limit S.

We can verify that 8 is positive if and only if T is positive.

Victor M. Panaretos (EPFL) Functional Data Analysis 60 / 240



To prove uniqueness, suppose there is another operator V with these properties.
Then,
(V=8)V(V—-38)+ (V—38)8(V—38)
= (V*-8*)(V-8) = 0.

As both operators on the left hand side of the last expression are non-negative
definite, they must each be identically zero. Thus,

(V=8)V(V—8)—(V—-8)8(V—-8)=(V-8)*=0.

So, (V — 8)* = 0, which implies that for all z € H,
(V= 8)2z||> = ((V — 8)*z,z) = 0. Consequently, (V — 8)? = 0. Applying a
similar argument now yields V — 8 = 0 and completes the proof.
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Projection Operators

Recall the projection theorem: If M is a closed subspace of a Hilbert space H,
then for each z € H, there exists a unique y € H such that

le — yl| = inf{l|e — v]| : v € M.

Let P be the map that sends z to its projection onto M. Call it a projection
operator.

Theorem

If M is a closed subspace of 7, then P, is a self-adjoint operator in B(#) and
satisfies Prq = P3,.

Proof

We first show that P, is linear. For z;,2, € H, a;,a, € R and y € M, we have
(a1Prmz1 + @Prmz2, ¥) = a1 (P, ¥) + 2(Pma2, y) =

a1(z1, y) + az2(z2, ¥) = (@121 + @222, y). Thus, Ppm(arz + apz2) =

a1 Prgzy + axP gz We can verify the self-adjointness of Pp4. Finally for z € H,
Ppmz € M. The norm minimization feature of projection now has the
consequence that P3, = PuPrs = Pg.
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@ Being idempotent, projection operators are non-negative definite.

o Also, [Pzl = [1PR ezl < [|Patll 1P atzl], which implies that
lIPadll, > 1. Note that ||Prgz|| < [|z|| , i.e., projection operators are
contractions. Combining the two statements, we obtain [|Paq||_ = 1.

@ If M has dimension one and is spanned by z with ||z|| = 1, then P(M) can
be written as z ® z, where (z ® 2)y = (z, y)z for any y € H.
(this is because of the uniqueness of the projection along with the identity
(z,v) = {(z ® z)y, &), which implies that ({z, y)z, (z — (z, y)z)) = 0.

@ ® is called the tensor product operator. It can be defined more generally as
follows. Let @; € H; for t = 1,2. Then z; ®1 o» : H1 — Ho is defined as
(21 ®1 22)y = (21, y)x for all y € Hy. If Hy = Ha, we use ® in place of
®:. Further, ||z ® |, = [|21l1l22]l2-
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Compact Operators and the Spectral Theorem

So far our study of operators is very coarse — we mostly looked at:

@ Questions of boundendess/continuity.

@ Questions of bijectivity and inversion.

None of these speak of their “operational structure”. In finite dimensions, this is
reflected by the spectral theorem and the SVD.
@ Roughly speaking, these tell us how the operator transforms to the unit ball.

@ This, in turn, gives us an “X-ray” of the operator's internal structure.

So far we only touched on boundedness — which tells us that there is no direction
along which the unit ball is stretched infinitely.

@ In finite dimensions the unit ball is compact, and so its image under a
(necessarily continuous) linear operator is also compact.
@ This fails in infinite dimensional vector spaces (see Riesz's theorem, up next).

@ So we will need to elicit some form of compactness of the image, for a similar
study — this motivates the notion of compact operator.
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Definition
An linear operator T : B; — B, is said to be compact if for any bounded sequence
{z,} C B1, {Tz,} contains a convergent subsequence in B;.

In other words, if the unit ball in By is mapped to a pre-compact set in Bs.
Think of what a linear operator does to the unit ball in finite dimensions.
Exercise: Compactnes = boundedness

Exercise Bounded linear operators with finite rank are compact.

“Unfortunately” the compactness can fail if the rank is not finite.

Lemma (Riesz's lemma)

Let X be a normed linear space, ) be a closed proper subspace of X, and
a € (0,1). There exists z € X with ||z|| = 1 such that ||z — y|| > a for all y € V.
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Proof.

Since ) C X, there is an z € X such that z ¢ Y. Since Y is closed, z is at
strictly positive distance from any Y, i.e. infyey ||z — y|| = d > 0. Since

a € (0,1), there is some yo € Y at distance a~!d from from z (or else the
distance of z from Y would be at least a1 d and so certainly not d as stated),
e ||z -yl =a1d.

We claim that
TZ—% T — Y

e —wll T atd

gy

verifies the theorem’s claim. It is obviously a unit vector, and furthermore,

2= llz—wll || _llz=(vo+lz—wlyll o d _
loa — yll = - - > ‘- =q
Iz = vl [z — vll llz — woll e
because yo + ||z — wolly € Y. Hence, z, is at distance at least o from Y. O

Corollary (Riesz's Theorem)

The unit ball in a Banach space B is compact iff it is finite dimensional. In other
words, the identity operator is a compact operator iff B is finite dimensional.

Proof: Exercise.
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Corollary

For infinite dimensional Banach spaces B; and Bs, let T € B(B;, B2) be a
bijective operator. Then T is not a compact operator.

Proof: Exercise

Theorem

© The closure of the range of a compact operator is separable.

@ If either of two operators is compact, so is their composition.

© The set of compact operators in B(By, B,) is closed.

Exercise Prove parts (1) and (3) the above theorem.

Theorem
Let T € B(H1,H2). Then,

@ 7 is compact iff there exists a sequence of bounded linear finite rank
operators T, such that ||T — T, |||oo — 0as n — oo.

© 7 is compact iff T* is compact.

Exercise Prove the 'if’ part of part (1) of the above theorem, as well as part (2).
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Spectral Theory of Compact Self-Adjoint Operators

@ Symmetric matrices admits a spectral decomposition.
@ Since compact operators on Hilbert spaces are “limits of matrices”, can we
hope for a similar decomposition for self-adjoint such operators?

Given a Hilbert space H let T € B(#). If A € R is such that
Te = Xe

for some non-zero e € H (not necessarily unique), we say that:

@ ) is an eigenvalue of 7.

@ e is an eigenvector of of T, associated with the eigenvalue A.

@ E,(7) :={z € H: Tz = Az} = ker(T — XJ) is the eigenspace of A.
The collection of all eigenvalues (7) is called the spectrum of 7.

@ Since the kernel of a bounded operator is always a closed subspace of #,
ker(T — aJ) is itself a Hilbert space for any scalar a.
e By definition, ker(T — aJ) # {0} iff v is an eigenvalue. In other words, an

eigenspace is by definition non-trivial.
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Two ingredients will work for us:
o Self-adjointness will yield orthogonality of eigenspaces.
@ Compactness will yield countability and convergence to zero of eigenvalues,
on the one hand, and finite-dimensionality of the eigenspaces, on the other.
@ Combined they will yield existence of an eigenvalue.

Theorem

For a bounded and self-adjoint operator, eigenspaces corresponding to distinct
eigenvalues are orthogonal.

For operators that are only bounded, one can make the weaker statement that
eigenvectors corresponding to distinct eigenvalues are linearly independent.

Proof

Let T* = 7 be bounded, and A; # A be two distinct eigenvalues of T. Take
Z1, Zp to be vectors in the corresponding eigenspaces. Then,

Az, 2) = (A2, 22) = (T2, 22) = (21, T 22) = (21, T22) = Aa(z1, 22)-

If (@1, 22) # 0, we could divide by (z1, ;) arriving at the contradiction Ay = A,.
O

o

Now let's bring in compactness...
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Theorem
Let T € B(H) be a compact and self-adjoint operator. Then,

@ The subspaces {€5(7) : A # 0} are all finite-dimensional (hence closed)
@ For any € > 0, the set {\ € o(7) : |A| > €} is finite.
© The spectrum of T is countable.

Self-adjointness is actually superfluous, it just makes the proof a bit shorter.
Proof

(1) Suppose dim{ker(T — AJ)} = co. Then, by Riesz's lemma, there exists a sequence
{en}nz1 C ker(T — AJ) with ||es|| =1 for all n and ||em — ex|| > 1/2 for all n # m. So,
[|Tem — Ten|| = Allem — en|| > A/2 for all n # m. If X # 0, this contradicts the
assumption that T is a compact operator.

(2) Suppose the stated set is infinite (possibly uncountably infinite). Then, it contains an
infinite sequence {\;}72, of distinct eigenvalues of T, which by definition satisfies

|Aj| > € >0 for all 5. Choose unit vectors e; € £x;(7), and observe that these constitute
an infinite orthonormal sequence, since the A; are distinct. This for any n # m,

1Ten — ‘IemHQ = |[Anen — >‘me7n||2 = ||>‘nen||2 + ||}‘mem||2 => 2¢

which again contradicts compactness of T.
(3) o(A) = Un>1{X € o(7) : |A| > n™"} which is a countable union of finite sets. O
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Lemma (Existence of an Eigenvalue)

If T € B(H) is compact and self-adjoint, then it always possesses either ||T||so of
—||7]|oo as an eigenvalue.

Consequently, a compact and self-adjoint operator is non-zero if and only if it
possesses a non-zero eigenvalue.

Proof.

By self-adjointness, ||T||_, = sup{|(Tz,z)|: ||z]| = 1}. So there is a sequence
, € H such that ||z,|| = 1 and [(Tz,, z,)| = a, where |a| = ||T]|_,. Thus

1Tz, — azs||? = ||Tzal|? + ||z ||? — 2(TZn, azn) < @% + a? — 2a(Tz,, z,) — 0.
By compactness of T, we can extract a subsequence {z,, } such that

Vang, P2 e .
which combined with the fact that Tz,, — az,, — 0 yields az,, — z, so that

Jaz, = aJz, — Tz.

by continuity of 7. The two blue limits stipulate that Tz = az. ]
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Theorem (Spectral Theorem for Compact Self-Adjoint Operators)

Let T € B(H) be a compact self-adjoint operator with (countably many)
eigenvalues |A1| > |A2] > ..., indexed by non-increasing magnitude. Then,

© The eigenspaces of T corresponding to non-zero eigenvalues yield a direct
sum decomposition of range(7),

@ Writing P;, for the projection onto the eigenspace of an eigenvalue Ag,

T(2) = Lno1 AnPu(z),  Veei

Corollary (Spectral Decomposition)

There exists an ONB {e,} of of range(T) comprised of T-eigenvectors, and

7(‘77) = Zzozl >\n<$, en>en7 Vz eH.

If each eigenspace is one-dimensional, the basis is unique.

Notice that the second statement is not merely a corollary — the two statements
are actually equivalent (exercise).
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Proof (of the corollary, which is equivalent to the theorem).

If we show that range(T) admits a countable orthonormal basis of T-eigenvectors
{e;}, then it will follows that range(T) > Tz = .5, a;e; for all z € H with

aj = (Tz, &) = (z,Tej) = N\j(z, ¢) forall j > 1.

To construct such a basis, consider the set {u; ;}, where for fixed 7, w3 ;, uz ;, ...
is an orthonormal basis for the jth eigenspace. There are countably many
eigenspaces, they are finite dimensional, and they are mutually orthogonal. So we
can order {u; ;} into a countable orthonormal set, say {e;}.

It remains to show completeness of {e;} in range(T), i.e.
range(7) = span{e; : j > 1}.

For any finite n and ¢y, ca, ..., ¢, € R (not all of which are zero), we have
Z?:l cje; € range(7) because each e; is an eigenvector:

e = A;l‘J'ej € range(7).

Thus, span{e; : 1 <5 < n} Crange(T) for all finite 7, which in turn implies that
span{e; : 7 > 1} C range(T). Consequently, span{e; : 7 > 1} C range(7).
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From the projection theorem, we can now write
range(T) = span{e; : j > 1} ® N,

where N containsall elements of range(T) orthogonal to span{e; : 7 > 1}. To
complete the proof, we must show N = {0}.

To this aim, let Tps be the restriction of T to A. This restriction is:

Q self-adjoint on N because T maps N to N
(for z € N and y € span{e; : § > 1}, we have (Tz,y) = (z,Ty) =0 and
Jz € span{e; : j > 1} = N).

@ compact, which is inherited directly from 7.

Hence Tps # 0 if and only if it posesses a non-zero eigenvalue. But any non-zero
eigenvalue of Ty is also an eigenvalue for the original operator 7. And all such
non-zero eigenvalues were already captured in the collection {A;}22,, which leaves
Tn being the zero operator as the only option.

It follows that, N' C ker(T), and since we also have N’ C range(7), it can only be
that A/ = {0}. O
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The spectral decomposition paves the way for many important results...

o If T = 0 is compact with spectrum {(};, ;)}72,, then

T
Ay = max @
eCspan{es,ea,...,ex—1}+ ||€||
for all k with span{ey, es, ..., ex_1} being the entire H if & = 1.
@ So, if we arrange the A;'s so that [A1] > |A2] > ..., then

[ Tell

e€span{es,ez,...,ex_1}+ ||€|| '

Ak| =

@ Thus, for a compact, self-adjoint operator T, we have H|‘IH|OO = A1)

o If T is a compact, self-adjoint operator then so is J” for all n > 1. Further,
Th =2 51276 ® g, e, {(A], €)}52, are the eigenpairs of T".

@ A compact and self-adjoint operator is non-negative iff all of its eigenvalues
are non-negative.

@ One can define fractional powers of compact and non-negative operators. If
§ = A

=Tk
root operator of T. Obviously, T71/2 is compact.

e; ® ej, then it is easily verified that § = T1/2 | the square
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It is possible to extend the spectral decomposition result to non-self-adjoint
compact operators in B(?) and to compact operators in B(H1, Ha).

Let T € B(H1,H2) be a compact operator. So, T7*T and TT* are compact,
non-negative operators in B(?1) and B(H2), respectively.

They have the same non-zero eigenvalues, say, 71 > 72 ... > 0. The
eigenfunction of T*T (respectively, TT*) associated with 7; is denoted by fi;
(respectively, foj). Further, fo; = Tfi;/A; and fi; = T*fo; /A; with A\; = /05
for all 7. We always take A;'s to be non-negative.

The triple (A, fij, f25), 7 = 1,2,..., is called a singular system of T with the
A;'s being called the singular values of T, while the fi;'s and the f;'s are
called the right and the left singular functions, respectively.
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The Singular Value Decomposition

Theorem (Singular Value Decomposition)

Let T € B(H1,H2) be a compact operator. Then, T = 2121 Aifij ®1 fos, e,
T = 2321 Aj(z, fi;)fo; for any z € H; with

(a) {n;} = {\7} being the non-increasing eigenvalues of T*T and TT*,

(b) {fi;} being the orthonormal eigenfunctions of T*T = {fi;}$2, is an o.n.b. of
range(T*T) = range(T*) = ker(T)*, and

(c) {fz;} being the orthonormal eigenfunctions of TJT* satisfying T*f2; = A;f1; for
all 5. Also, {fo;}72; is an o.n.b. of range(TT*) = range(7T).
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Let T € B(H1,H2) be a compact operator. Then, it follows from the
previous theorem that |||‘J'H|oo =)

An operator T € B(H1,Hs) is compact iff the SVD holds.
The singular values converge to zero necessarily A, — 0.

A pseudo-inverse can be obtained as follows. For each 7 = 1,2, let {ejx}32;
be an o.n.b. of H; (generated from the singular system). Now, if

T =) o ,{z,ex)1€1x, we have Tz = E;’il Aj(z, fij)f2;. A condition that
characterizes y = Y 7o (Y, exx)2e0x € range(7) is

oo
Z (Y, f2i)3 /A2 < 0.
j=1
This is called Picard's condition and, when it holds, we may set

‘J,Ty = Z)‘ y f2] 2f1]
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Theorem

The range of an infinite rank compact operator is not closed.

Proof

Let T have the singular system {(A;, fi;, f2j)}72;. Since A; ] 0 as 7 — oo, we can
choose a subsequence {jx} such that Aj, < k~ ! for all k. Define

Y= pey NSy, Clearly, y € range(7) as foj, = T(fi;./Aj,)- But Picard’s
condition fails to hold for y. Thus, y ¢ range(7).

@ For compact operators, the existence of an approximate solution is
guaranteed when Picard’s condition holds.

@ But the unboundedness of the pseudoinverse makes the solution very
unstable.

@ The degree of instability depends on how fast the singular values of T decays
to zero: “mildly ill-posed” if A\; ~ 7% for some o > 1, and “severely
ill-posed” if A; ~ exp(—pB7) for some B > 0.

@ To obtain stability (further to existence) in ill-posed linear equations, we
must use “regularization” leading to “regularized inverses".
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Hilbert-Schmidt Operators

Let %1 and H, be separable Hilbert spaces and {e;;} be an a countable ONB for
H;. If T € B(H1,Hz) satisfies

(o]

oo
Do NTesll3 =D (Tewj, €3)3 < oo,
j=1

Jj=1

then T is called a Hilbert-Schmidt operator.

The collection of Hilbert-Schmidt operators H; — H; is denoted by
Brs(H1, Ha).

@ The infinite sum in the above definition is independent of the choice of the
o.n.b., i.e., if the sum converges for some o.n.b., it does for all 0.n.b.’s and
they all have the same value (exercise).

@ In the same vein, if T if Hilbert-Schmidt, then so is T*.

@ Finally, for some (and thus any) o.n.b.'s {ey;} and {ea} of Hi and H,
respectively, we have 3.7, [|Tex (13 = 2277, [|Tews (I3
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o If T € B(H1,Hz) is compact, then it follows from the spectral decompostion
that if we choose {e;;} as the union of the right singular functions and an
o.n.b. of ker(T), then 377, ||Tey |13 = D272, AZ. Thus, T is Hilbert-Schmidt
iff its singular values are square summable.

o Clearly, Bgs(H1,H2) is a linear space. One can define an inner product on it

as follows.
oo

(T1,72) = Z(‘Tl ej, Tae15)2,

j=1
where {e1;} is an o.n.b. of H;. The corresponding norm is given by
T = {3252 (1Tess P32 = {32724 (T Teuj, e1) 32
(exercise: check that the inner product is well-defined)

Theorem
The linear space Brs(H1,Hz) equipped with the above inner product is a

separable Hilbert space. For any choice of o.n.b.’s {e1;} and {ea;} of H; and H;
respectively, {e1; ®1 exx} is an o.n.b. of Byg(H1,H2).
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Theorem

Any Hilbert-Schmidt operator is compact.

Proof

Let T be a Hilbert-Schmidt operator, and for each > 1, define T, by

T,z = Z;l:l(ﬂ':r, ez;)2€2i, T € Hi1, where {e;} is an o.n.b. of Hz. Clearly, Ty, is
a finite rank operator for each n. Thus, it is enough to show that

|7 =Tl = 0as n— co. Let [|z]ls < 1. Then, the Cauchy-Schwarz inequality
and the fact that (T — Tn)z =3 ., (T, ezj)2 €25 implies

I(T = Tn)zlld = 32550 (T, 25)3 = 325, (2, T e2;)3 < 37050, [T €513 The
proof is now complete on observing that since T* is a Hilbert-Schmidt operator, it

follows that 7., [|T*ez;]|3 — 0 as n — oo.

Exercise: Let (2,F, u) be measure space and T : Q — Byg(Hi1,Hsz) be
measurable with [ ||T]|du < co. Show that [ Tfdu = ([ Tdu)f for any f € H;.
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Theorem (Schmidt-Mirsky-Eckart-Young)

Let T be a Hilbert-Schmidt operator with singular system {(X;, fij, f1)}52; .
Then, for any finite k, we have

B B
T-> gyl > [1T— D Nhj &1 fy
=1

Jj=1

for any set of functions ; € H1, y; € Ha, 7 =1,2,...,k.

@ The above theorem states that the spectral decomposition of a
Hilbert-Schmidt (and thus compact) operator provides the best finite
dimensional approximation in a Hilbert-Schmidt sense.

@ This is core in FDA, as well as its other versions (and its refinements under
additional structure).
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Proof
It is enough to show that

17— g @yl > 7)1 — S A2 = 52,1 A2, W.lo.g., we can assume

that the (y;, z;) are orthonormal. In that case, if {e;} is any o.n.b. of #;, then

k
7> "2 @ ull”
=

k
- > lIT w3
=1

As (zj — T*y;) ®1 (z; — T*y;)* is non-negative, the result will follow once we
. k k
establish that 377, [|T*y; I3 < Xo7_; A7,
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Now, the spectral decomposition of T* gives T*y; = > 72, Ai{y;, far)2f11 S0

k k
1Tyl = Ai+(ZA?(y;,fzoé—AiZw],fzz)%)

=1 =1
- (Ai D hi— Y A?(yj,f2,)§>
I=k+1 I=k+1
- A (1 - Z(yj,fzz>§> :
=1

The last two terms on the RHS are non-positive meaning that

k k k
YITwlE < RAE+Y D (F - Ay fan)i
j=1 j=1 I=1
k k
= D DR+ =)D (y, 3] < ZAI.
=1 =i
The last inequality follows from the orthonormality of the y;'s and Parseval. O
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o Let T € B(Hi1,Hz). We can then define the square root of the non-negative
operator T*T, denoted by (T*T)Y/2, on B(H;). Set |T| = (T*T)*/2.

Definition

An operator ‘T is called trace class if for some o.n.b. {e;} of H;, the quantity
N7, =>2 - 2 1((|T]ej, €)1 is finite. In this case, ||T||,. is called the trace norm
of T

@ Similar argument as in the Hilbert-Schmidt case shows that the infinite sum
does not depend on the choice of the o.n.b.

o For any trace class operator T, we have ||T]|,. = [[|7]*/2 |||2

o Exercise: Show that if T is trace class, then T7*7 is compact. Thus, if
{(m;, f;)}521 denote the eigenvalue-eigenfunction pairs of T*T, then

N7, = 22522 v/m5-
@ All this simplifies in the case of non-negative operators

(symmetrisation /positivation unnecessary), in fact the more natural definition
goes through the non-negative case first.

@ Hilbert-Schmidt inner product: We can now re-express the HS inner product
as
<(Il, TQ) = tr{TITz}
(verify this as an exercise)
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2
2 1515 = 72 (T Th i = 720 m < {252 v de = |7,
Consequently, if T is trace class, then T is Hilbert-Schmidt. This implies that
a trace class operator is compact. Further, || T|| < [|T]|,,. Also, T is trace
class iff its singular values are summable.

If T € B(H) is a trace class operator, then its trace is defined as

tr(T) = E](»X;]_CTGJ', e;), where {e;} is an o.n.b. of . It can be shown that
this infinite series is absolutely convergent and does not depend on the choice
of the o.n.b.

Thus, if T is self-adjoint, then tr(7) = Z;’il A;. where {);} is the sequence
of eigenvalues of T. If T is non-negative, then tr(T) = ||T%/2 |||2

Moreover, if T and T> are two trace class operators and aq, a; € R, then
tr(al‘Tl + GQTQ) = altr(iTl) + G/Ztr(‘jg) and tr(Tqu) = tl’(‘Il‘.Tz).

Exercise: If T is a non-negative operator such that Z;’il(ﬂ'ej, ej) =0 for an
o.n.b. {e;j} of H, then T=0.
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The following inclusions hold:
finite rank = trace class = Hilbert-Schmidt = compact = bounded

and the inclusions are strict if the operators are defined on an infinite
dimensional Hilbert space.

Rank 1 operators. Let u,v € H for some Hilbert space H. Define the linear
operator u ®; v : H — H by (u ®; v)(+) = (u, )»v. Then u ®; v is trace
class, and

llu®:1 2l = llu 1 vf| = lu e v, = lullwlvll.

For T € B(H) we have:
171 < 071 < W,

Let U,V € B(H) and T be a trace class operator on B(#H). Then,
IUTVil, < MWl TNVl & UVl < Il Tl IV,

The above are consequences of Holder's inequality for Schatten p-norms, of
which all the above are special cases (p = 1, p = 2, p = 00), and defined via

1/
(tr{|71Py) "
If T is compact, then
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Integral Operators and Mercer's Theorem

@ For a measure space (E,F, ), recall the definition of an integral operator X
associated with a measurable square integrable kernel K(-,-) on E x E.

o We have seen X € B(Lz(E,TF,u)) and || K[| < |Klz2zxE).

@ We will be interested in the following context:

@ E is a compact metric space

@ T is the Borel o-field on E

© the support of u is the whole of E.

@ K is continuous on E x E (hence also uniformly continuous).

o Exercise: For every f € Lo(E,F,u), (Kf)(:) is uniformly continuous on E.

Theorem

Under the above assumptions, K is compact.

The proof relies on establishing a finite rank approximation of K by considering a
uniform finite dimensional approximation of K by polynomials (Stone-Weierstrass
theorem).
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o If K is symmetric, then X is self-adjoint. So, the spectral decomposition

yields X = Z;’il Aje; @ e;, where {(A;, e;)} is the eigenvalue-eigenfunction

sequence of X.

@ The uniform continuity of (Kf)(-) implies that the version of e; given by
(") =X/ ' [5 K(s,")ej(s)u(ds) is uniformly continuous in ¢. We will

always assume thls for the e;'s

Example

Let E =[0,1] and K(s,t) = min(s, t). This is the covariance kernel of the
Brownian motion on [0, 1]. The operator X is given by

/Kst ds—/sf ds-l-t/f

The eigenvalues and the eigenfunction of X are found by solving the following
equation in A and e.

/o se(s)ds + t/t- e(s)ds = Ae(t) for all ¢.
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Differentiating both sides with respect to £ yields
1
te(t) +/ e(s)ds — te(t) <:>/ = Xe'(t) forall t.
¢

Differentiating the above equation once again yields e(t) = —Xe"(t) for all ¢t.
Note that if A = 0, then e = 0 so that the ker(X) = {0}. For A # 0, a general
solution for this differential equation is

e(t) = asin(t/vA) + bcos(t/VA)

with boundary constraints e(0) = 0 and e’(1) = 0. Thus, b = 0 and
acos(1/v/A) = 0, which leads to 1/v/A = (25 — 1)7/2, j = 1,2,.... Thus, the
eigenvalues and the associated eigenfunctions of X are

1
Y= G o

and e;(t) = V2sin{(j — 0.5)7t}, j>1.
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Theorem
An integral operator is non-negative (positive) definite iff its integral kernel is
non-negative (positive) definite.

A central theorem now is:

Theorem (Mercer)
Let X € B(L2(E,F, 1)), where
@ E is a compact metric space
@ T is the Borel o-field on E
© the support of u is the whole of E.
Q K is continuous on E x E (hence also uniformly continuous).

If the operator’s integral kernel is non-negative definite, K > 0, then the spectral
decomposition of K admits a pointwise version,

K(s,t) = Z)\jej(s)ej(t) for all s, t
j=1

where {(};, e;)} are the eigenpairs of X, and convergence is absolute and uniform.
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Mercer's theorem gives an equivalent representation of the kernel in terms of the
eigenvalues and the eigenfunctions of K. There are several important
consequences of Mercer's theorem.

Theorem
Under the conditions of Mercer's theorem, |||9C|Htr = tr(K) = [ K(t, t)u(dt) and
%l = & 22 (2 5)-

Theorem

Let K be a continuous, symmetric and non-negative definite kernel with the
eigen-decomposition K (s, t) = E;’il Aje;i(s)ej(t) in the sense of Mercer's
theorem. Then, for any positive integer r for which A, > 0, we have

minrank(W):r fEXE{K(s) t) - W(s, t)}2,u(ds),u(dt) = Ej>r )‘_72

where the minimum is achieved by W (s, t) = Z;.:l Ajei(s)e;(t).
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The proof of Mercer's theorem follows from the following string of result.

Lemma

Under the conditions of Mercer's theorem, we have

(1) 32524 Ajef(t) < K(t,t) for all ¢,

(2) 32721 A (s)ei(8)] < {K (¢, t) K (s, )}/ for all s, ¢,

(3) limy 00 Sup;, ¢ Z] n+1 |Aj€i(s)e;i(¢)] =0, and

(4) the function E]: Ajej(s)e;(t) is well-defined and uniformly continuous in
(s, t) with the sum converging absolutely and uniformly.
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Back to RKHS

Let’s reconsider the RKHS associated with a continuous, symmetric and
non-negative definite kernel K. It follows from Mercer's theorem that
K(s,t) = Z;; Ajei(s)e;(t) for all s, t. With some work, we can show

(@)
feH(K Z)\ a;e(t Wich)\ja]2<oo
j=1

Equivalently, f(t) = ZJ 1 ¢j€(t), where the ¢;'s satisfy ZJ 1 67/ < 0.This

implies that ijl cZ < 0o so that f € Ly(E). Since the e;'s are orthogonal in
the Ly(E) sense, it follows that ¢; = (f, ;) 1,(z)-

Also, [|fllweey = {22521 €2 /A }/2. Hence, for f € L?(E), we have

feH(K @Zf,ej )2/A; < oo.

j=1
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Since X is compact with {(A;/Q, )32 1 as its eigenvalue-eigenfunction sequence,

it follows that X'/ is compact with {(X ]- ? ) 20, as its
eigenvalue-eigenfunction sequence.

So, it follows from Picard’s condition that for f € L?(R)
f EH(K) & f € range(KY/?) e, H(K) =range(K¥/?).

Since K/? is compact, H(K) is not closed in Ly(E).
Furthermore, ||¢;||2(x) = /\j_l/g||ej||L2(E) so that [|€; |+ (x) = 1, where
E] = \/)\]'Ej. A|SO, (’éi,'é]-)H(K) = 6ij-

Since {€;}92, forms an o.n.b. of range(X?/2) (equipped with the Ly(E) inner
product), it follows that {&;}22, is an o.n.b. of H(K) = range(X'/2) (equipped
with the H(K) inner product)

Moreover, K(s,t) = 3272 Ajei(s)e;(t) = D057, &(s)%(¢).
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o-field(s) and random vectors in Hilbert space

Henceforth, let H be a separable Hilbert space equipped with the inner product
(-, -y and associated norm || - ||. What is a natural o-field of events?

@ The usual Borel o-field B(?) is given by the smallest o-field containing all
the open subsets of H and is denoted by.

@ But events are more naturally formulated through functionals — we could also
define another o-field on #, namely the smallest one which makes all
bounded linear functionals measurable, which by Riesz representation is

C=0o{(,f)"YB): BeB[R),f €H}

Theorem

The o-fields € and B(H) are the same.

Consequently, given a measure space (2, F, P) we have:

Theorem

X :(Q,F,P) = (H,B(H)) is measurable iff (X, f) is measurable for all f € H.
Furthermore, if X is measurable, its distribution is uniquely determined by the
collection of marginal distributions of (X, f) as f ranges in H.
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A random vector in H is (a.k.a random element X of ) is a measurable map
from a probability space (Q,F, P) to (H, B(H)).

Lemma
When # is separable, X (or more precisely, its distribution) is tight:

given any € > 0, 3 a compact set K such that u(K°) =P{X ¢ K.} < e

This will follow easily later, when we give a characterization of compact subsets of
J via the notion of flatness (totally bounded <= flat and bounded).

The argument below is almost as easy, and applies to any separable metric space (so that we
have a countable dense subset) that is complete (so that compact = closed + totally bounded).

@ For {sn} CH, let bp(8) :={z € H : ||z — sa|| < &}
@ Obviously, H = U2, bg(8) for any § > 0, so /.L(U"_ bk(5)) Tu(H)=1.
@ So there is n,m > 1 such that ,u( Upm, bk(l/m)) 1—2™Me.
@ Now define K = N%_; U™, bi(1/m). We claim it is compact. It is obviously closed.
@ Forany§ >0, K C Uk’"lbk(l/m)C Upm; br(8) by taking m sufficiently large (m > 1/6).
So we have shown it is totally bounded (admits a finite §-cover for any § > 0).
@ Finally,
oo oo
W(KE) < (Usesy ARz be(L/m))) <> w (MERybe(1/m)) < > (1—27e) =
m=1 m=1
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The Characteristic Functional
The characteristic functional is defined naturally:
Definition

The characteristic functional of X is given by x(f) = E(e“%) for f € H.

As a direct corollary to our earlier theorem, it determines the distribution of X.
Yet it is not as useful as in finite dimensions:

@ Bochner's theorem is false when dim(#) = oo.

@ Lévy's continuity theorem is false when dim(#) = oo.

To see # 1, recall Bochner's theorem:
a continuous function f : R — R with f(0) = 1 is non-negative definite if and

only if it is the characteristic function of a probability distribution.

Now take x(z) = exp(—||z||?/2), z € H, which fits the bill (cts, PSD, x(0) = 1).
If there is a random vector X with c.f. X, then for any orthonormal {e;, e;},
E(ei(tz<X,e1>+t]<X:€]>)) = eXp{—(ti2||ez‘||2+tj2||ej||2)/2} _ e—tf/2e7t]2/z & N(0, Irxs)
So, for an ONB {e} of H, we have (X, eg) R N(0,1) which leads to

| X% =300 (X, ex)? = 0o almost surely...
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Mean Vector

The Bochner mean E[X] of a random vector X : (Q,F,P) — (H,B(H)) is
defined to be its Bochner integral [, X (w)P(dw), provided it exists.

Recall that for Hilbert spaces, a necessary and sufficient condition for existence of
the Bochner integral is the existence of [, [| X (w)|[P(dw). Hence:

The Bochner mean of a H-valued random element X exists if and only
if E(||X|]) < o0, and in this case ||E(X)|| < E(|| X]|).
A different (weaker) approach is to go via linear functionals:
@ Suppose that E(|(X, f)]) < oo for each f € H.
o Define the linear functional ¢ : H — R given by ¢(f) = E((X, f)).
@ |t can be shown that ¢ is a bounded.
o By Riesz representation 3 g € H such that (ug, f) = E(X,f)) V f € H.
@ We call uy the Gelfand-Pettis mean of X.

The Gelfand-Pettis mean of a H-valued random element X exists if and
only if E(|{X,f)|) < co for each f € H.
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e When E(||X||]) < oo, the two means agree and the Bochner mean p satisfies

(i, f) =E(X,f)), Vfe#H

@ Exercise: Show by counterexample that existence of a Gelfand-Pettis mean
need not imply existence of mean in Bochner sense when dim{#} = co.

o Consequently, the Gelfand-Pettis mean is a weaker notion of mean than the
Bochner mean.

What happens when the evaluation functionals are continuous?

o Let H is a RKHS of functions defined over a set E
o Evaluation can be represented as a continuous linear functionals
@ Consequently, if the weak mean ug exists then it is also a pointwise mean

{1s}(t) =E[X(t)], VteE.
@ So if the strong mean exists, it also equals the pointwise mean,
{E[X]}(t) = E[X (t)] Vte E.

@ But when H is not an RKHS (e.g. H = L?, which strictly speaking is not a
function space) the pointwise mean doesn’t even have a meaning.

In summary, we can think of different notions of ‘mean’ when dim#, which may
exist under different settings; but notice that when any two exist, they coincide.
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Covariance operator

The covariance operator of a random vector X : (,F,P) — H in a separable
Hilbert space H is defined as the Bochner integral

X = E{(X - 1) ® (X — u)}
in the Hilbert-Schmidt sense, provided it exists. Here u = E(X) is the Bochner

mean, which exists whenever the covariance exists.

@ In effect, we consider the tensor (X — u) ® (X — u) as a random vector in the
Hilbert space of Hilbert-Schmidt operators on H, and take its Bochner mean.

@ So, a necessary and sufficient condition for the existence of covariance
operator is E(||(X — x) ® (X — u)]]) < oo.

e Since [|(X — u) ® (X — )| = IX — ul|*, an equivalent necessary and
sufficient condition is E(||X[|?) < co. This in turn implies that the Bochner
mean also exists.

@ Note that we can re-write K = E(X ® X) — u ® u.
Exercise: The covariance operator satisfies
(Kf gy =cov({(X =, F) (X —m,9)), Vf,geH.
Relate this to Gelfand-Pettis integrals, and to pointwise integrals when # is an RKHS.
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Theorem
The covariance K of a random vector X in a separable Hilbert space such that
E[|X|? < oo is:

Q self-adjoint

@ non-negative definite

@ trace class (and hence compact) with trace

I, = tr(5) = E(IX = ul?) = > X,

o0
i=1

with {X;} the eigenvalues of X.

Proof

Clearly, X is self-adjoint and non-negative definite. Let {e;} be an o.n.b. of H.
Then, [|X[]> = 3272, (X, €)%, so that

E(IXN1%) = 22721 BU(X, €)%) = 22721 (Kej, &) = [| K], = tr(K) = 32721 Ay

So, when dim(#H) = oo, there is no random element with the identity operator as
its covariance operator...
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Corollary (Spectral Decomposition)

When the covariance operator K of a random vector X in a separable Hilbert
space exists, it admits the spectral decomposition

K:Z)\j(ﬁjgﬂﬁj

j=1

where {¢;} are eigenfunctions thereof, forming an ONB of range(X), and {};}
are its eigenvalues, which in turn are non-negative, have finite multiplicities, and
form a sequence in £;.

Theorem

In the same context as above,
P[X — u € range(K)]| = 1.

Further, with probability one,
X —p=2720(X — 1 ¢i)d5,

where the (X — u, ¢;)'s are uncorrelated, with zero mean and variance A;.
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Proof.

For the first part of the theorem, note that (range(X))* = ker(X*) = ker(X)

1

since X is self-adjoint. So, for any f € (range(X))—, we have

E(X - p,f)?) = (Xf,f) =0.

. (alternatively, Xf € range(X) so that (Xf, f) = 0)
Thus, with probability one, X — u L (range(X))~ i.e.

X —pe [(range(iK))L]L = range(X).

The second part follows from the spectral decomposition of K.

The the Fourier expansion of X w.r.t. the eigenvectors of X is “optimal”:

Theorem (Optimal Fourier Truncation)

Let {e;} be an ONB of #. Then, for any r» > 1,

E{IX — = 307X — &) lIP} = B(I| X — Nllg) = Yi=1(Kejr ) 2
E{IX —p = 327 (X =, i) oil1P} = 2272, 1 A

with equality holding when e; = ¢; for 7 =1,2,. ]
Exercise: Prove the last statement.
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Cross-Covariance Operators

The cross-covariance operator of two H-valued random elements X; and X,
satisfying E(|| X;]|?) < o0, 1 = 1,2, is defined as

Kiz = E{(X1 — E(X1)) ® (X2 — E(X2))}.
o [(Kizf, 9)| < (Kuif,f)Y?(Kzg, g)t/? for any f, g € H, where K; is the
covariance operator of X; for z = 1, 2.
(-] Clearly, IZ = E{(Xz — E(Xz)) ® (Xl — E(.Xl))}: j{21-

@ In general this is not a self-adjoint operator, so it will admit an SVD:

Kiz =) 0501, ® ¢a, 0; >0,

i>1
° {cr]z} being the non-increasing eigenvalues of K1,XK12 = K12K21
o {¢1;} is ONB for range(XK},) comprised of KI,X12-eigenfunctions
o {¢2;} is ONB for range(X3,) comprised of X3;K21-eigenfunctions
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Note that we can defined cross-covariance for jointly distributed random vectors
{X;}?2_, being in distinct Hilbert spaces (H;, (-, ):).

o Effectively a single random vector in the product Hilbert space
X .
< X; ) in Hi x Ho

@ So we can think of covariance and cross-covariance operators in “block
format” — assuming the means are zero, to alleviate notation,

el % % X, _E X2 X1 ® X, _( K K2
X X X ®X: X2 K1y Ko

@ Obviously this generalises to a product H; ® ... ® Hy, yieldinga p x p
covariance operator matrix. (check that it is > 0 on the product space)

@ Example: take a Hilbert space of functions on E = [0, 1]. You may partition
[0, 1] into finitely many disjoint intervals and consider the restrictions of a
random function on each interval.
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Cross-Correlation Operators

Theorem (Baker, 1973)

Let (X1 X2)" be a random vector in the product Hilbert space H; x Hz such
that K1 and Ky, exist. Then, there exists a unique bounded R;5 € B(H1, Hs)
such that

0 K1z = K1/ *Rip 554
0 [|Rezf|, <1

@ Riz = P1R12P2 where P; is the projection onto range(Xj;)

The operator Ry, is the cross-correlation operator of X; with X5

@ Note that only cross-correlation operators make sense (there is no intrinsic
self correlation of X; alone, unless 7 is itself a product space).
@ The theorem allows us to express Ris = Kfll/szlng;;/g, for iK;l/z the

. 1/2
pseudoinverse of UCirl/ .

*

. . . . J R
@ Accordingly, we can define the correlation operator matrix < e g 12
12 Ha
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Gaussian Random Vectors

Gaussian Vector

A random vector X in H is said to be a Gaussian if (X, y) has a Gaussian
distribution on R for every y € H.

Note that the Dirac measure 6, at some a € R is considered Gaussian ‘N (c, 0)’

It follows from the definition that a Gaussian measure must be fully determined by
a weak (Gelfand-Pettis) mean/covariance pair (¢, X), implicitly specified via

(u,h) =E(X,R)) & (h,Kg) = cov((X,R)(X,g)).

Theorem (Fernique)

If X is a Gaussian random element then there exists a o > 0 such that
E{exp(to]| X[]?)} < oo.

e In particular, a Gaussian vector X satisfies E(|| X ||*¥) < oo for all & > 1.
@ So Gaussian vectors have “Bochner moments” of all orders.

@ Hence the Gaussian measure has (and is determined by) a strong (Bochner)
mean and covariance pair, which necessarily coincides with the weak ones.
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Theorem (Hajék-Feldman Dichotomy)
Let N(u1,%;1) and N(us,XKs) be two Gaussian measures on a separable Hilbert
space H. Then:

@ N(p1,%1) and N(u2,X,) are either singular or equivalent.

@ They are equivalent if and only if the following three conditions all hold:
Q range(fKi/z) = range(fK;/z) = Ho
Q p1—pu2 €Ho
Q (K, /°%5"%) (K, /*%5/%) " — 7 is Hilbert-Schmidt on o

In the case where the two measures are shifts of each other (they share the same
covariance X), only condition 2 is non-vacuous.

In this case, we can write for Ny-almost all z € H

Zx: (z) = exp {<(5K+)1/2(#1 — p2), (9<+)1/2(a: - M1)> - % m (3<+)1/2(,u1 - #2)‘”2}

with KT the pseudoinverse of K.
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One can easily verify that the characteristic functional of a N(u,X) on H is

x(f) = exp{e(f, ) = (Xf,f)/2},  Fei

Conversely, if the characteristic functional of a probability measure on H is of
the above form, then the measure is Gaussian with mean g and covariance X.

Exercise: Show that if X is Gaussian, then P(X — u € range(X)) = 0.

Exercise: Let X be a H-valued Gaussian random element with mean p and a
strictly positive-definite covariance X. Then, for any proper closed subspace
S of 1, we have P(X € §) = 0.

In fact, it can be shown that if X is a Gaussian random element in H, and S
is a Borel measurable subspace of H, then P(X € §) =0 or 1.

Consequently, the penultimate statement is also true for Borel measurable
affine sets.
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Precision Operator Matrix

Theorem (Gaussian Equivalence and Correlation Operators, Bogachev)

Let (X3, ..., Xp) be a Gaussian random vector in the product Hilbert space
Hi % ... x H, with (trace-class) covariance operator matrix {X;}. The joint
distribution of (X, ..., X;) is equivalent to the product of its marginal
distributions if and only if the following two conditions hold:

@ The correlation operator R;; is Hilbert-Schmidt.

@ The correlation operator matrix {R;;} is strictly positive-definite.

We now obtain an important (IMHO) generalisation:

Theorem (Partition Operator and Cond. Independence, Waghmare/Masak/Panaretos)

In the same (Gaussian) setting, assume that the joint distribution of (X, ..., X;)
is equivalent to the product its marginals. Then the correlation operator matrix
R = {R;;} is invertible on #; X ... x H,, and the following two are equivalent

@ X, is conditionally independent of X; given X
@ The (z,7) operator-entry of R™! vanishes.

We can now legitimately call R™! the precision operator matrix.
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Independence and Conditional Independence

If we have random vectors (X1, Xz, X3) in Hy X Hz x Hz, we say that Xj is
conditionally independent of X» given X3

LaW(Xl, X2|X3) = LaW(X1|X3)LaW(X2|X3)

Since we know that the o-fields € and B(#H) are the same, we can equivalently
interpret this in terms of linear functionals:

for all f; € H,, (X1, 1)1 L (X2, f2)2|{(X3, h)s - h € H3}.
The latter is particularly useful in case H; are RKHS.

Warning:

@ the equivalence condition may seem natural, but it excludes the case of
“partitioning function’s domain”, unless the function is allowed to have
discontinuities at the partition boundaries.

@ we need to grapple with continuum issues when considering intrinsic
conditional independence (as opposed to extrinsic conditional independence).
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Second order stochastic processes

If we insist on the Hilbert space perspective, then interpreting a random vector as
a random function requires us to consider an RKHS ambient space.

But there exists a different notion of a “random function” devoid of any RKHS
requirements: a stochastic process

How can the two be aligned? Could it be that we simply have to make
assumptions on the law of X7
Let's take it step-by-step:

@ When our “data” are functions on E, typically is a compact metric space, we
could consider a random function X as a stochastic process
X={X(t):te E}

@ This immediately makes sense as a “function”, compared to the more
abstract representation of X € # = L?(E,B(E),v), say.

@ For X = {X(t) : t € E} to be a stochastic process, all that is required is for
each X (t) to be measurable (2, F,P) — (R, B(R))

@ This alone won't guarantee that X is measurable as (Q, F,P) — (H, B(H))
(let alone valued in H)
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Consider a stochastic process X = {X(t) : t € E}, and define its mean function
and covariance kernel by

m(t) =E[X(t)], t€ E, and
K(t,s) =cov{X(t),X(s)}, t,s€E,

respectively, which exist provided E| X (¢)|? < oo for all t € E.

Processes with well-defined mean function and covariance kernel are called
second-order processes.

Note that K (-,-) is bone-fide non-negative definite.

A priori X (t) does not seem to possess any form of continuity — we don't even
have a topological context to make sense of continuity.

But we have finite “variances”, so such context could be furnished by the Root
Mean Square Distance between random variables:

1/2

RMSE(X (1), X (s)) = (EIX (¢) - X(s)") "~ =1 X (t) = X (s)llz2 (@)

(and recall that L?(Q, F,P) is in fact a Hilbert space)
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Mean-square continuous stochastic processes

A second-order process X = {X(t) : t € E} is called mean-square continuous if

Jim, £ {[X () ~ X ()} =0

for every t € E (finer/higher notions of mean square regularity similarly defined)
Since MSE = bias? + variance, we expect that mean-square continuity is
characterised by the regularity of the mean and covariance kernel — and it is:
Theorem (mean-square continuity and mean/covariance covariance)

Let X = {X(¢):t € E} be a second-order process. Then, the following
statements are equivalent.

@ X is mean-square continuous.
@ Both m(-) and K (-, ) are continuous.
© m(:) is continuous and K(-,-) is continuous near the set {(¢,t) : t € E}.
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Proof

(b) = (a): Follows from the definition of mean-square continuity.
(a) = (b): Note that

Im(t) — m(s)| < B{|X(t) - X (s)|} <EY2{|X(t) - X(s)*}.

Thus, continuity of m(-) follows from (a).
To prove continuity of K(-,-), we can without loss of generality assume that
m = 0. Also, for any £, s, t' and s’, we have

K(t,s)— K(t,s')={K(t,s)— K(t,s")}+{K(¢t,s")— K(t, ")}
By using the Cauchy-Schwarz inequality, it follows that

|K(t,s) — K(t,s")] = |Cov(X(2), X (s) = X(s))|

< KY2(8, EY2{|X (s) = X (s")?},  and
|K(t,s") = K(t',s")| = |Cov(X () — X(1'), X (s"))]

< KYA(s', $NEMR{X (8) - X ()1}

So, mean square continuity of X implies continuity of K (-, -).
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(b) = (c): Direct.
(c) = (a): Let m = 0. The proof follows upon noting that for any ¢ € E and any
sequence t, — t,

E{[X(t:) = X(O)’} = [K(ta,ta) = K(t,8)] — 2[K (s, 1) — K (2, ¢)]
— 0 asn — oco.

Since mean-square continuity implies continuity of K, we can use Mercer's
theorem to obtain the immediate corollary:
Corollary (Mercer for Mean Square Continuous Processes)

Let X = {X(t) : t € E} be a mean-square continuous stochastic process with
covariance kernel K (+,:). Then, for any finite measure v supported on E, we have

K(t,s) = ZA;¢;(t)¢;(s),

where the sum converges absolutely and uniformly on E. Here, the AY’s and the
¢7's are the eigenvalues and the eigenfunctions of the integral operator on

[*(E, B(E),v) with K(-,-).
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But can we relate the stochastic process X (t) with the eigenfunctions ¢ (t) of
K, like we are able to relate a random X in H = L?(E, B, v) with the
eigenvectors e; of K7

The answer to this will come in the form of the Karhunen-Loéve Expansion.

o We cannot just write 3 ([(X (v) — m(u))¢;(u)v(du))¢;(t) because
even though ¢; € A, it's not guaranteed that [, X?(t)v(dt) < oo

@ Need to construct a version of “(X — m, ¢;)", say Ix(¢;)

@ Consider a sequence of successive refinements of a measurable partition of E,
say, &, = {E;n : 1 <1 < m(n)} that eventually separates points. Let
tin €Bipforl1<i<m(n), and T, ={t;n:1 <1< m(n)}

@ For any f € H, define a “stepwise approximate version” of “(X — m, ¢;)" as

m(n)

() = DO ) mlt)} / $(6)(ds) = [ (Ko (5)pen (D (s ()

with X, (s) — pr, (s) = 00X (b,0) — m(ti0)}1{s € Bin}
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Such approximation is a reasonable vehicle to get to our expansion, as long as it
does not depend on the choice of partition sequence.

Let's calculate E [Ix (f, 7o) — Ix (f, T2)]? for two partitions (€., 7,) and (€%, T7),

- K(tyms o) / F(52)f (s2)w(dsy)v(ds)
i1=1 =1 EBi ,nXEiyn
m'(n) m'(n)
+ K(tym b, / £ () f () (g ) ()
]1:1 ]2:1 ;:1,n><E:2,n

m(n) m'(n)

“230 Y K(tim tin) / F(3)f (w)v(ds)v(du).

=1 j—1 BinxE],
Since {X(¢)} is mean square continuous, K is continuous on E x E, uniformly so
since E is compact.
Thus, each term (excluding signs and multipliers) can be made arbitrarily close to

K(s, u)f(s)f (u)v(ds)v(du)

ExE

for large values of n.
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We now use the completeness of the space L?(Q2, F,P) to conclude that:
@ 3 a random variable Ix(f) € L?(Q, F, P) which is the limit of Ix(f,T,)
@ Ix(f) is independent of the choice of the partition sequence (€., T,).

Looking back: we are effectively using mean square continuity to “relate” the
Hilbert structures of L?(Q, F,P) and L*(E, B(E),v). Concretely:

Theorem (Loéve Isometry)
Let E be compact, {X(t)}:cr be means-square cts, and f, g € L*(E,B(E),v).
0 E[Ix(f)] =0,
Q cov(Ix(f), Ix(9)) ZE[Ix(f)Ix(g)] = fExE K(s,u)f(s)g(uw)v(ds)v(du)
@ E[Ix(f){X(t) - =K (s)v(ds) = (Xf)(

t
where X is the |ntegral operator on ’H assoc1ated with K (-

)-
Q If {Xj, ¢} are the eigenpairs of K, then cov{Ix(¢;), Ix(¢;)} = X;1{i = 7}.

(
) for any t € E,
)

The proof is essentially already done — just use our partitioning approximation.

Victor M. Panaretos (EPFL) Functional Data Analysis 124 / 240



The isometry is basically in (b): interpreting
o E[Ix(f)Ix(9)] = (Ix(f), Ix(9)) r2(a,7,p)
o (KY2F,K/29) s 5.y ) = [ p K (5 ) ()9(w)(ds)v(du)

we get an isometry h — Ix(K~1/2h) (w/ inverse via extending X (t) — K (-, t))
between

the RKHS range(X'/?) C L?(E, B(E),v) and
span{X(t) — m(t): t € B} C L*(Q,F,P)

the former with its RKHS inner product (i.e. no closure in L*(E, B(E),v)).

So it is two subspaces of L?(Q, F,P) and L?(E,B(E),v) that are isometric:
@ The RKHS of K is clear. Remember that this can be seen as the closure

- 1132y
7Span({Kt}teE)H.HH(K) — {Z aK(,t): e €ERt; € B,n > 1}
=1
where K (-, t) is in L?(E,B(E),v) by continuity and compactness of E.
@ The closed span of X(t) — m(t) is

L?(Q,9,P)

span ((X(0) — m(Ohes) = {Z(x(n) —m(t))a @ €RG € Byn> 1}
=1
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The main result now is:
Theorem (Karhunen-Loeve expansion)

For E compact and X = {X(t) : t € E} mean-square continuous process, if we
define

Xn = Z[X(¢j)¢j:
Then,
lim sup E[{X(¢) — m(t) — X,(¢t)}?] = 0.

n— 00 tEE

Proof

Define X¢ = X — m. The previous theorem implies that

B Xn(t) — X°(8)}°] = B{Xn(£)}?] - 2B[Xa(£) X °(2)] + B{X(£)}"]

:zn:qusf— ZZA 62 (t) + K(t,t) ZA¢2
j=1

We have seen that the rlght hand side above converges to zero uniformly over
t € E, due to “Mercer for mean-square continuous processes”.

»
Victor M. Panaretos (EPFL) Functional Data Analysis 126 / 240



The two ingredients that go into the KL expansion are:
@ The Loéve isometry.

@ Mercer's theorem for continuous covariances over compact sets.
Here is a more familiar version of the statement (obviously equivalent):

Theorem (Karhunen-Loeve expansion)

For E compact and X = {X(t) : t € E} mean-square continuous,

X(t) = m(t)+ Y A/ bndn(2),
n=1
where
o {\,, ¢} are the eigenpairs of K
e {{,} are uncorrelated random variables of mean 0 and variance 1.

and the series converges in mean square uniformly over t.
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And what about optimality of the expansion? For any ONB of L?(E, B(E),v),
say {ej};>1 we can directly check that

lim | E[{X(t)— m(t) — X.(t)}*]v(dt) =0

n—00 E

where X, = Z;;l Ix(e;j)ej. In terms of IMSE, K's eigensystem is best:

Theorem (KL Optimality, IMSE)

In the same context as in the previous theorem,

/EE[{X(t) —m(t) = Xa(8)}]v(dt) > / E{X (t) — m(t) — Xa(t)}]v(dt)

E

for any choice of ONB {e;};>1 of Ly(E).
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Example: Brownian Motion on [0, 1]

Recall that we can find the eigensystem of the kernel min{z, y} explicitly.

it =32 (k- 2) o) (5 1) )

Thus, when started at 0, BM can be represented as KL expansion:

S ((k-3)re). a0 o)

2
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@ Reminder on Normed Vector Spaces

© Bochner Integration

© Reproducing kernel Hilbert Spaces

0 Basic operator theory, Mercer's theorem

© Random vectors and their moments

@ Gaussian measures, the Hajék-Feldman dichotomy, Conditional Independence
@ Mean square contintuity & the Karhunen-Loeve theorem
e Mean square vs pathwise regularity

© Weak Convergence, tightness, CLT, LLN

@ Moment estimation and the problem of measurement
@ Functional Principal Components

@ The positive definite continuation problem

@® |Intrinsic functional graphical models



@ The KL expansion obtained is interpretable only in the mean squared sense
unlike the almost sure expansion of a random vector X in L?(E,B(E),v).

@ What additional measurability assumption is required to ensure that the
collection of pointwise measurable random variables

{X(w,t):t € E}
is also measurable map

from (Q, F, P) to (L*(E,B(E),v), B(L*(E,B(E),v)))?

Definition (Joint measurability)

A random element X : 2 x E — R is said to be jointly measurable if it is
measurable with respect to the product o-field F x B(E).

@ Joint measurability implies that:

e for each t € E, X (-, t) is a random variable (2,5) — R
e for each w € Q, X(w,-) is a measurable function (E, B(E)) — R

@ So now, we can think of X (w,-) as a vector in L?(E,B(E),v), provided the
norm is finite, and ask is it also measurable with respect to the LP-norm’s
Borel o-algebra.
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Theorem

Suppose that a stochastic process {X (w, t) : t € E} is jointly measurable and
that [ X?(w, t)v(dt) < oo for all w € Q. Then, the vector

X :Q— I[*(E,B(E),v), w— X(w,-)

is measurable from (Q, F, P) to (L?(E, B(E),v), B(L?(E, B(E),v))).
Equivalently, X is a random vector in L?(E, B(E),v).

Proof

By joint measurability, the assumption that [, X?(w, t)v(dt) < oo for all w € Q
for each w € Q and Fubini's theorem, it follows that for each f € L?(E, B(E),v),
the map

w = (X (w,°), f)r2(2,3(8).)

is measurable. Thus, from an earlier theorem (equality of the Borel and bounded
linear functional o-algebras), it follows that the map X is measurable map from
(Q,F,P) to (L>(E,B(E),v),B(L*(E,B(E),v))). Equivalently, X is a
L?(E,B(E),v)-valued random element. O
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@ Measurability (joint or not) is often tedious to check. But when we deal with
Borel o-algebras, it suffices to check continuity.
@ Is there a similar approach here?

Theorem

Let X(-) ={X(-,¢) : t € E} be a stochastic process with continuous sample
paths, i.e., X (w,-) is a continuous function on E for each w € Q. Then,
@ X is jointly measurable and hence is a random element in H.
@ The distribution of X is uniquely determined by its finite dimensional
marginals, i.e., the distributions of (X (-, ¢), X (-, t2),..., X (-, t,)) for all
ti,t,...,t, € E and all n > 1.

@ Gaussian processes vs Gaussian vectors. We can now compare the definitions
of a Gaussian process (defined via FIDI) to that of a Gaussian vector (defined
via bounded linear functionals).

o OK, but mean square continuity does not equate to sample path continuity —
and it can't, we need a bit more.

o It will turn out that we can translate quantitatively refined continuity
(Holder) in mean square to continuity of sample paths .
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Theorem (Kolmogorov's inequality)

Let X = {X(¢t):t € E} be a stochastic process, and suppose that there are
finite constants a, 8, C > 0 such that

E{|X(¢) - X(s)|°} < C|t — s['**

for all t,s € E. Then, there is a modification of X with continuous sample paths,
indeed «y-Holder paths for all y € (0, 8/c).

To see why translates to a Holder condition at the level of the L?(Q, F, P)
norm/metric, take o = 2 and re-write the inequality as

1/2
1X(8) = X ()2 = ELIX (1) — X ()P}) < VTt — 5| F*, B, C > 0.
@ So we need at least 1/2-Hdélder continuity in RMSE (8 > 0) if we are to use
this result for sample path continuity.

@ Lipschitz continuity in RMSE will yield 1/2-Holder paths.

e Can relate this directly to covariance (exercise): If for a centred stochastic
process X = {X(t) : t € E} and constants C > 0,a > 1, we have

K(t,t)+ K(s,s) —2K(s,t) < C|t —s|*
then for v < a/2, X admits a modification with y-Hdlder continuous paths.
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@ “Modification” refers to the fact that we can’t discern deterministic
continuity but rather “continuity in law"”

@ A stochastic process { Y (¢)}+cg is said to be a modification of another
process {X (t)}iep if P[X(t) = Y(¢)]=1forall t € E.

@ In this case, P[X(t) = Y (¢t) V t € S] =1 for any countable subset S of E
(and thus for a dense such set, if E is separable), but maybe not for S = E.

@ Modifications have the same FIDI as the original process.
An example: Brownian motion. Let X = {X(¢t): ¢ € [0,1]} be a centered
Gaussian process with
cov{X(t), X (s)} = min(¢,s), s,t€0,1].
We can check that it has independent increments and that P{X (0) = 0} = 1.

@ Now take a = 4 and verify that E{(X (¢) — X (s))*} = 3|t — s|°.
@ So, there is a modification, say, Y of X with continuous sample paths.
@ Indeed they are y-Hdlder for all v < 1/4.
@ In fact, this is true for any v < 1/2 because
E{(X(t) — X(s))**} = Cy|t — s|* (e =2k and =k — 1) for all k > 2.
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So what happens to the Karhunen-Loeve expansion when a mean-square
continuous process on E is indeed a random element in L?(E)?

Theorem (Mean Square Continuity)
For E compact and X = {X(t) : t € E} jointly measurable and mean-square cts,

@ We have [, X?(t)v(d

t) < o0, and the process can also be viewed as a
random vector in L%(E).

@ The process mean m(t) = E[X(t)] satisfies [, m?(t)v(dt) < oo and
moreover m = E(X), in the Bochner sense.

© The covariance operator E{(X —m) ® (X — m)} exists in the Bochner sense
and coincides with the integral operator with kernel is cov{X (s), X (¢)}.

Q for any f € L*(E), we have Ix(f) = (X — m, f)2(m).

So, in the setup of the above theorem, the Karhunen-Loeve expansion holds both:
@ in mean-square, uniformly in ¢
@ almost surely, in the L?-sense

@ The random coefficients obtained by the process from the Loéve isometry
coincide with the eigenbasis linear functionals applied to the random vector
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Proof
Note that

E{/EXQ(t)V(dt)} = /E{K(t,t)+m2(t)}u(dt),

and the RHS is finite, because of mean square continuity. So we have both joint
measurability and square integrability, which establishes (1),

Finiteness of the RHS also establishes that m € L?(E), so that for any
f e I*(B),

E((X, f)za(z)) ( [ xc dt)) — [ m(©)f(ow(de) = (m. ).

Here we used joint measurability and Fubini. It follows that the vector m is the
Gelfand-Pettis expectation of X. But we already established that
E(||X||%2(E)) < 00 so the Gelfand-Pettis mean is the Bochner mean, proving (2).

Next the fact that IE(||X||L2(E ) < co means that the Bochner covariance
operator is well-defined (in the Hilbert-Schmidt sense) and will be uniquely
determined by (E{(X — m) ® (X — m)}f, 9)12(m) as f, g range in L*(E). This
is because an ONB {e;} for L?(E) gives rise to a tensor basis {e; ® e;} for the
space of Hilbert-Schmidt operators on L?(E).
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So, using Fubini's theorem and joint measurability, for any f, g € L?(E), we have
(E{(X —m)® (X —m)}f, 9)12(m) = E(((X — m), )((X — m), 9)12(m))

_E ( [ (s) — m(s)}{X (u) - m(U)}f(S)g(U)V(dS)V(dU))
ExE

= K(s,u)f(s)g(u)v(ds)v(du) = (Xf, 9)12(m)-
ExE
where X is the integral operator with kernel K (s, t) = cov{X(s), X (¢)}. It
follows that the operators X and E{(X — m) ® (X — m)} coincide, proving (3).
For the last part, let (€,,7,) be a partition as defined earlier. Then, the joint
measurability and Fubini's theorem implies that for any f € L?(E),

E{(Ix(f, €, Tn) — (X —m), £))*}
m(n) m(n)

= Y Kttt |

i1=1 ip=1 By XEBiy

Fls1)f(s2)v(ds1)v(ds2) + / K(s, u)f(s)f(u)v(ds)v(dy

EXE

m(n)

ZZ/EXE K (t, w)f (s)f (w)v(ds)v(du).

=1

and the RHS converges to zero as n — 0. ]
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Mean-square continuity and RKHS

One can imagine that things simplify if we take some RKHS instead of
L*(E,B(E),v) - since evaluation maps are continuous. We expect that joint
measurability and mean square continuity should be automatic.

Indeed, so it is. Let H(R) be a RKHS associated with a continuous kernel R(-, )
defined on E x E, with Mercer expansion

R(s,t) =) Oa7n(s)ra(2)-

n>1

Theorem

Let X be a random element of 7. Then {X (t) : t € E} (i.e., X viewed as a
collection of random variables) is a stochastic process. Conversely, if the stochastic
process {X (t) : t € E} is such that the sequence 6,2 [ X(t)rn(s)v(ds) is in
25 for all w € Q, then it is also a random vector in H(R).

Proof

Assume first that X is a random vector in H(R). Then,
X(t) = (X, R(, t))nr) = e(X) for all t € E. By continuity of the evaluation
maps e:(-)'s, it follows that X (¢) is a random variable for all ¢t € E.
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For the other direction, the condition implies that {X (¢) : t € E} is in H(R) for
each w € Q. Fix a f € H(R). Then, there exists a sequence f, € H(R) such that
F() = 2= & R(, &) and fo = f in || [l2(r)- Now,

(X (w,*), fa)m(m) = Z a; X (w, t;).

By measurability of X (¢) for all ¢ € E, it follows that the mapping
w = (X (w, "), fn)2(r) is measurable for all n > 1. Thus, the mapping
w (X (w,0), flumr) = nlin;o(X(w, )i Jo)2(m)
is measurable. Hence, X is measurable with respect to the bounded linear

functional o-algebra of 7 (R), and thus with the Borel o-algebra. Since it is also
of finite norm almost surely it is a bona-fide random vector in H(R). O
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So if we start with a random vector X in the RKHS H(R), we can get a
stochastic process automatically. Is it mean-square continuous? And what is its
mean function and covariance kernel?

Theorem

Let X be a random element of 7 (R) with Bochner second moment, i.e.
E(||X||%) < oo. Denote its mean vector and covariance operator by w and X.
Then, X (t) := (X, R:)gr is a mean-square continuous process on E.
Furthermore,

@ The process pointwise mean satisfies

m(t) = E[X ()] = (4, B( )}z = u(2).
@ The process covariance kernel satisfies

K(S, t) = COV{X(t)v X(s)} = <:KR(, t)v R(v s)>R'

Moreover, K € H(R) ® H(R) with || K||nr)ewnr) < E(||X — ull%) < co.

Note that K is NOT the integral operator on H(R) associated with the kernel
K (-,-) - difference from the L?(E,B(E),v) setup.
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Proof

Since X (t) = (X, R(:, t))r, the expressions of m(t) and K (¢, s) follow.

The continuity of R on E x E implies the continuity of m(-) and K (-, ), which
in turn implies that X is a mean-square continuous process.

Define a new stochastic process Y = {Y (¢,s) : (¢,s) € E x E} with

Y(t,s) =[X(t) — m(t)][X(s) — m(s)]. Note that Y = (X — m) ® (X — m)
takes values in the tensor product space H(R) ® H(R), which is also a RKHS
associated with the kernel R(t,s) = R(-,t)R(-,s). Thus, Y is a random element
of H(R) ® H(R). Also,

E(|| Y llxmenr) = R(I(X—m)®(X —m)|lxurewnr) = E(HX_mHg-L(R)) < 0.

Further, K (") is the mean function (and thus the mean element) of the random
element Y, and thus K € H ® H(R). So,

| K lnmyene = IR(Y)lumenr < EY lumenr) =E(IIX = mll3x)-
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Theorem (Karhunen-Loeve expansion, RKHS case)

Let X be a random element in the RKHS H(R) with E(||X||§_[(R)) < c0. Denote
its Bochner mean vector and covariance operator by m and X, respectively. If

{(Aj, ¢;)} denote the eigenpairs of K, then
cov{X(t), X (s)} = Z)\ é;(t

where the sum converges absolutely and uniformly, and

lim supE [{X(t) ~m(t) - Xn(t)}z] —0,

n—r 00 tEE

where X, (t) := Y27 (X —m, $;)¢;(t) forall t € E.

Note that we also have X —m = Y722, (X — m, ¢;)¢; almost surely.
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Proof
From the previous theorem, it follows that

K(t,s) =(XR(,t

D X548, R(, D) aldy, Bl 9))m = D Xids(8)dy

j=1
Since K (t,t) = (XR(-, t), R(-,t))r, we have

sup K (t,t) < [|X]| iug R(t,t) < o0
€

teE
So, we have
1/2
sup Z)\ |pi(t)p;(s)] < sup Z)\ ¢ )ZAj¢]2-(s)
t,s€E t,s€CE f=i =1

sup {K(t, t)K(s,s)}l/z < 0.
t,s€E

Finally, the last assertion can be established by following arguments similar to
those used in the proof of the Karhunen-Loeve expansion earlier and noting that
the (X — m, ¢;)'s are uncorrelated.
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@ When does a process take values in a RKHS?
e Consider the standard Brownian motion X on E = [0, 1], which has
covariance kernel K (s,t) = min(s, t).
@ Observe that
1 1
K(t,s)= / I{u € [0, t]}I{u € [0, s]}du = / (t—u)s(s —u)pdu.
0 0

@ Defining

Hi = {f (f(t) = /Ol(t —u)yg(u)du; g € LQ[O,l]},

it follows that any f € H; is absolutely continuous, satisfies f(0) = 0, and
admits an almost everywhere (weak) derivative, say f, that lies in L?[0, 1].
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Further, from our earlier results, it follows that H; is a RKHS with kernel
K(t,s) = min(z, s). The inner product of the RKHS is given by

1
(f17f2>7-11 = <f1,f2>L2[0,1} :/o fl(u)fQ(u)du

is the space WP[0,1] = {f € Wy[0,1] : £(0) = 0}.

W1[0,1] is the space of all absolutely continuous functions that are a.s.
differentiable with the a.s. derivative € L;[0, 1].

However, it is well known that a.s. all the sample paths of the standard
Brownian motion are nowhere differentiable. Thus,

P(X € H(K)) =0.
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Theorem

Suppose that X is a random vector in the RKHS #(K) with finite Bochner
second moment E(||X||%) < oo. If K(-,-) is the coincides with the covariance
kernel of X, it must be that dim{#H(K)} < oo.

Proof

Since E(]| X ||%) < oo, it follows that the covariance operator K of X is a trace
class operator on H(K), and so it is compact.

At the same time, by the penultimate theorem the reproducing property K(-, ),
we have for all t,s € E,

Kf(s) = (st Kt>K = K(tv 3) = <:KK(’ t)v K(v s)>K = <g<Kt, K5>K = (:KKt)(s)

This implies that XK; = K; for all t € E, which in turn implies that Xf = f for
all f € H(K) (by a limiting argument, approximating any such f from within the
span of K;). So, X is the identity operator on H(K). However, the identity

operator is compact if and only if H(K) is finite dimensional. O
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@ Driscoll (1973) — Necessary and sufficient conditions for the sample paths of
a Gaussian process to lie in a RKHS.

@ Lukic and Beder (2001) — General case. They showed that for a stochastic
process with covariance kernel K,

e necessary condition for the process to take values in H(R) is that
H(K) C H(R), and the random element in H(R) associated with the process
has a valid covariance operator.
For the last condition, it is enough to assume that E(||X||§{(R)) < o0.

e The above “subset” condition is also sufficient if %(K) is a separable Hilbert

space, e.g., when K is continuous.

@ The condition H(K) C H(R) holds if there exists a constant ¢ € (0, 00)
such that ¢cR — K is a non-negative definite kernel. Also, in that case, there
exists a b > 0 such that [|f|l3(r) < b||fll2(x) for all f € H(K).
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Weak Convergence (Convergence in Law) in Hilbert spaces

Denote by P(H) the set of probability measures on (the Borel o-algebra) of a
separable Hilbert space H.

We say that a collection {v,},>1 C P(H) converges weakly to v € P(H) if

/f z)v,(dz) ”*“/f v(dz), VfECyH),

that is, for all continuous, bounded functions H — R. In that case, we write
w
Vp — V.
A collection {v }n>1 C P(H) is uniformly tight if for every € > 0, there exists a
compact subset C' C H such that
v(C) > 11—k, Vn>1.

Theorem (Prokhorov)

Weak convergence is metrisable. Furthermore, a collection {v,},>1 C P(H) is
sequentially pre-compact in the topology of weak convergence if and only if it is
uniformly tight.
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In view of Prokhorov's theorem, to prove that v, % v, we must

@ Show that {v,} is uniformly tight
(not always easy)

@ Show that all subsequences {v,, } converge to the same limit, namely, v.
(usually easier)

But for (1) we will need a characterisation of compact sets in H. To this aim:
@ Define d(z, A) =inf,c4 ||z — z|| be the distance of z € A from A C H.
@ Define the e-extension of A CH as A :={z € H:d(z,A) < e}

o Call aset C C A flat if for every € > 0, there exists a finite dimensional
subspace S C H whose e-extension covers C'.

We can now state:

Theorem (Compact = Closed + Bounded + Flat)

A subset F' of a Hilbert space # is totally bounded if and only if it is flat and
bounded. So, F' C H is compact if and only if it is closed, bounded and flat.

Alternatively: C' C H is compact iff V € > 0, 3 a dimension d = d(e) < oo such
that C can be covered by the e-extension of a d-dimensional closed ball.
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Proof
The second claim follows immediately once we establish the first claim.

We start with the 1 = part. Let C' C H be totally bounded. Then, C is
bounded. Let € > 0, and choose finite cover of e-balls of C, say,

F ={B(z),......, Be(z11.)}. Then, C C UM B(z;). But for

S = span{zi, ...,z } we also have C C S..

For the ¢ <’ part, let C C H be bounded and flat. Fix € > 0. By flatness, there
exists a finite dimensional subspace S such that C' C S.. By boundedness, there
exists ¢ > 0 such that C C {z : ||z|| < a} =: B,(0). Since S is a finite
dimensional subspace and hence closed, the set A ;=S8N E(He)(O) is compact
being a closed and bounded subset of a finite dimensional space. Thus, there
exists an e-ball cover, say, F = {B.(z;), ......, Be(zn,)} so that d(y, F') < e for
each y € A. Noting that A°NS C E(CGJFE)(O) and C C B,(0), it follows that
d(z,A°NS) > € forany z € C. Thus, for any z € C, we have

e > d(z,S) = d(z, A). So, if z € A is such that ||z — z|| = d(z, A) (such a
point exists because A is compact), we have that ||z — z|| < €, and so, for some
i=1,2,..., M.,

lo = @il < llo — 2]l + [l — @il < ¢ + e = 2e.

Thus, F' forms an e-cover of C, which implies that C is totally bounded. O
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[Boundedness+flatness] is equivalent to an “equi-small tail” condition:

Theorem

Let {ex} be an ONB of a separable Hilbert space H. The following are equivalent:
Q@ C C H is flat and bounded.
@ Ve>0 3d >1 CCS, where S =span{ey,..., ez}

2
© Ve>0, dd > 1: sup,¢ Ha: — E]‘-ie:l(x, ej>ejH = Z;ide(x,ek>2 < €2

Effectively: a closed and bounded is compact if it can be approximated uniformly
well through finite dimensional subspaces (= through basis truncation).

In the context of L?(E), and if we are merely interested in a sufficient condition
for compactness (as opposed to a characterisation), the following is very useful:
Theorem (RKHS balls in L*(E) are pre-compact)

Let H(K) be the RKHS of functions on E associated with a Mercer kernel K (-, )
on E x E. Then, any C C H(K) that is bounded in the metric of H(K) is

pre-compact in Ly(E) (so T hze i compact).

Exercise: Establish this by showing that the unit ball in H(K) is contained within the
image of a bounded ball around zero in Lz(E) under the map X*/2, where X is the

(compact!) integral operator with kernel K.
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We will now see that tightness of a sequence of probability measures can be
obtained, by showing that they are “mostly flatly supported”, and then showing
tightness at a finite dimensional level.

A collection {vr}n>1 € P(H) is said to be flatly concentrated if for every € > 0,
there exists a finite dimensional subspace S such that v,(S;) > 1—e€ forall n > 1.

Theorem

A collection {v5}n>1 € P(H) is uniformly tight if for each €,6 > 0, there exist
Y1, .--Yx With associated (finite dimensional) span S = span{ys, ..., yx }, yielding

@ Flat concentration:
inf v,(S) > 1—6.
n>1
@ Tightness of the associated finite dimensional marginals:

inf v, : < >1-6
int v ({2 €% max (@)l < 7)) >

for some r € (0, 00).

Note that the last display can be interpreted as P{|(X,, y;)| <7} > 1 —¢6 for all
n > 1, for X, with distribution v,,.
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Suppose that {v, }»>1 satisfies (a) above, where v, is the distribution of X,. If
the sequence of distributions of (X, f) converge weakly for all f € H, then (b)
above holds. So it is not so surprising that now we can get:

Theorem (Weak Convergence via Marginals + Flat Concentration)
Let X, X,, be random elements in a separable Hilbert space H. Assume that
Q (X,,f) 3 (X,f) asn — oo forall f € H.
@ For all €,8 > 0, there exists a finite dimensional subspace S such that
P(X,€S8)>1—6foralln > 1.
Then, X, = X as n — oo.
Proof

The assumptions of the previous theorem are satisfied. Defining v, = Po X!, it
follows that {v,} is uniformly tight and hence precompact in the topology of weak
convergence. Suppose that there exists two subsequences {v,'} and {v,»} of
{v,,} such that X, X% X, as n' — 0o and X, 2 X, as n' — . By the
continuous mapping theorem, (X, f) - (X1, f) as n” — oo and

(X, f) 5 (5(2,]‘) as n' — oo for all f € H. But by the first assumption in the
theorem, the distributions of (X7, f), (Xa,f) and (X, f) agree for all f € H.

Hence, )?1 £ )?2 £ X. ]
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A useful variant is:

Theorem
Let {e;};>1 be an ONB of H. For each N > 1, denote Py to be the orthogonal
projection onto span{ey, e, ..., ey}. Let {X,},>1 be a sequence of random

elements in H. Suppose that there exists a random element X € # such that
Q@ PyX, > PyX asn — oo forall N > 1.
Q limy_,o limsup, . P(|| X, — Py Xz|| > €) =0 for all e > 0.

Then, X, X X asn — 0.

In the special case of Gaussian measures we have:

Theorem (Gaussian weak convergence)

A sequence of Gaussian measures N (u,,X,) on a separable Hilbert space
converges weakly, if and only if the following two both hold true:

© u,, converges in the Hilbert norm to some w.
@ X/? converges in the Hilbert-Schmidt norm to some K/2.

When N (un,X,) converges weakly, the limit is itself Gaussian.
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The Central Limit Theorem in Hilbert Space

We now have all the tools to upgrade the FIDI CLT to a general CLT:
Theorem (CLT in Separable Hilbert Space)

Let Xy, ..., Xy bei.i.d. random vectors in a separable Hilbert space (#, || - ||) such
that E|| X;||> < oo. Let u and K be their Bochner mean and covariance. Then,

N
VN (;;X - #> 5 N(0,%).

(actually pairwise independence is enough)

Assuming E[X;] = 0 and E|| X;||* < oo, and defining X; = X; ® X;, we see that
X; are iid Hilbert-Schmidt operators satisfying E|[|X;]|* < oo, and thus

N
1 N N
VN | 25 %% | 252~ N (0Ef 0 %] - XeX)
i=1
N——

XK

Note that the weak limit is a Gaussian random self-adjoint operator.
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Proof.
Take p = 0 WLOG. First we check the “projection” part. Let
Z, =+/N (% Zf\rzl 2 — 0) =+/NXy. For any f € H, we have:

(Zn\ F) 2 N, ), (KF, F))

by the one-dimensional central limit theorem. For the “tightness” part, let {e,}
be an ONB of #, and define S = span{e;, ..., ex }, and Px to be the projection
operator onto S¥. Then, for any € > 0, and any K < oo

E||(I — Px)Za|?

Pz, ¢ 551 = B[I(I - Pe)Zul? > &) <L =Pl
_ ZLELENPX PeX)] BN = Pe) Xl

- Ne2 - €2

by Markov's inequality and then noticing that only the N “diagonal terms” in the
double sum survive by (pairwise) independence (and they are all equal). To
conclude the proof, note that the RHS can be made smaller than any é, by
choosing K large enough. O
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LLN in separable Banach Spaces
Clearly, we get a Hilbertian law of large numbers (in mean square, and thus also in
probability) from the CLT, under second Bochner moment conditions.

But, like in finite dimensions, only first Bochner moments are needed for an
almost sure LLN, indeed in the more general context of a separable Banach space:

Theorem (Strong Law of Large Numbers)

Let {X,} be a sequence of i.i.d. random elements in a separable Banach space
(B, - 1I)- Suppose that E(||X1|]) < co. Then,

"

Without loss of generality, we take E[X7] = 0. Bochner integrability implies that
for any € > 0 we may approximate X; by a simple version

1 n
~ X —E(Xp)|| =S o} =1.
=1

Proof.

Xie=2,"121{X; € Bj.} & E|Xi— X, <e.
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Crucially, the coefficients z; . are the same for all ¢, because the random vectors
are identically distributed, and the expectation depends only on their common law.

Now we may bound

lim sup H)_(nH < lim sup ||)_(n — X",E” + lim sup ||)_(n5|| almost surely.
n— 00 n—oo n—00

For the first term in the RHS, the scalar SLLN yields:
lim sup H)_{'n — Xnﬁ” < limsup% Z?Zl | X — Xiel| < e almost surely.
n—co n—00

As for the second term in the RHS, the scalar SLLN applied to the Bernoulli
random variables 1{X; € B; .} yields, with probability 1,

Xn,e = EJ 1 G2V {X; € B} = Z] 1 ZP{X; € Bj} =EX; .
Noticing that ||EX; (|| =< [|[EX: — EX, || < E||X; — X, ¢|| < € we conclude

~—

=0

limsup || Xne|| <€, almost surely,
n— o0

so that, putting things together, limsup || X, || < 2e. 0O
n— oo
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In the special case of a separable Hilbert space, we can also obtain a rate of
convergence for the SLLN, in the form of the following theorem.

Theorem (Rate of Convergence)

Let {X,} be a sequence of i.i.d. random elements in a separable Hilbert space
(H,|| - 1]). Suppose that E(||X1]]) < co. Then,

:O( logn>'
n

1 n
Py Z X; —E(Xy)
=i
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From random vectors to random functions

Our limit theory directly yields consistent and asymptotically Gaussian estimators
of the mean function and covariance operator, based on an iid sample
{Xi,..., X} in a separable Hilbert space:

@ The empirical mean X, = 1 3"  X;.
@ The empirical covariance K, = 237" (X; — X5) ® (X; — Xy).
These are unbiased, and indeed are the best linear unbiased estimators (BLUE) of

their estimands, in terms of mean Hilbert squared error risk and mean
Hilbert-Schmidt squared error risk, respectively.

Furthermore, we obtain a.s. rates for the squared loss, of the order logn/n.

@ In the case of general separable Hilbert spaces, this is totally legit.
@ But in the case of Hilbert spaces of functions, one might ask:

do we ever perfectly observe the “Platonic” version of X;?

Isn't it, rather, that we may be able to access (noisy) functionals?

Assuming Holder continuous mean/covariance, evaluations are natural functionals.
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Theiid replicates X; and their mean function: .
covariance surface:

u(t) = E[X(2) | K(st) = BX()X@)] |




Continuous

599




Continuous Regular/Dense

/\/\X;
/\/\x,
-’\/\’“

Yij = Xi (5/N)

withi=1,...n, 5=0,...N




Continuous Regular/Dense Irregular/Sparse

1

2

A~
N\ ™
_,\/\x

Yy = X;(j/N) Yij = Xi (Ty)

withi=1,...n, 5=0,...N withi=1,...n, j=1,...r and
T:] € [0,1] and r; € N random.




(some) forms of noisy measurement

Dense/Regular + noise: Sparse/Irregular + noise:
X x
by x/ X X X1
xx * X " * X
X
XX X . X
- x X X * 5
X x
)} X
. .
x
oo %o 2 .
> X - x Xor
x
i
X
x x
et xxn I x Xn
X e
xX x x x
i
Yi = X; (j/N) + Uy Yy = Xi (Ty) + Uy
withi=1,...n, j=0,...N and Uy withi =1,...n, 7 =1,...r and
random. T; € [0,1] and r; € N and Uy; random.
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Enter smoothing

Two major approaches arose deal with discrete measurements:

@ Smooth discretely observed curves, get proxy mean/covariance
and,

© Smooth mean/covariance directly®, then (if needed) predict curves (kriging)
In either case: typical smoothing assumption was that paths or covariance are C?

o Led to a doctrine that what separates functional from high dimensional data
is path smoothness.

@ We will see that this is not true, and path smoothness is superfluous.
@ It is the trace-class nature of covariances that separates the two data forms.

@ And this can be furnished via mean-square continuity in the case of L?(E).

3Especially useful for sparsely sampled functions.
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First approach: smooth-then-pool

Popularised by Ramsay & Silverman (1997), widely used when E = [0, 1] and
design is regular/dense.

Assumes sample paths are twice continuously differentiable (C?).

(in fact, only weak second derivative is necessary)

One defines smoothed curves X; as
T

Xi(t) = i t) — Yy) |3 =1,...
(t) = arg_min ;(f(;) i) + I3y ¢ E=1,.00m,

for v > 0 a regularising constant.

Each solution X; a cubic spline with knots at %

Can represent in at most r-element basis, useful for computations in R
Proxy curves {X;} used in lieu of unobservable {X;}

Take empirical mean/covariance of proxy curves.

Alternatively: Use local polynomical smoothing, or your favourite smoother.
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Second approach: pool-then-smooth
“PACE" (Yao, Miiller & Wang (2005), but idea due to Staniswalis & Lee (1997))

Assuming mean is zero, consider the discrete 7 X r covariance matrix M as

M==> (Ya,...,Yu)(Yi,..., Vi) .

Key observation: its population version K satisfies:

M=E[(Yi,...,Ye)(Yir,..., Yi) | = {K(t;, )} j=1 + 0 Lrxr

because Uy; are independent of X;, and iid mean zero, var o2

Motivates estimation strategy via diagonal removal:
o Define a discretely sampled kernel K (t;, ;) = M;;, i # j (“raw” covariance)
e Assuming K € C?(E?), do 2D smoothing of K to get estimator of K.
o If needed, predict X; by best linear prediction of KL coefficients (kriging).
When mean is non-zero, we “pool and smooth” the curves to estimate/subtract.
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The “matrix cells” corresponding to the discrete covariance
Notice that in the dense/regular case, smoothness can be entirely circumvented:

o If we have some Holder continuity, can approximate by step functions
averaging within “pixels” (instead of smoothing)

@ This yields rates of convergence that depend on Holder exponent.

It can in principle be applied with either order of pooling/averaging but
pooling first is more natural.
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Some remarks:

The smooth-then-pool approach can apply to irregular dense observations.
This comes at a computational cost (need ~ nr basis functions).
Smooth-then-pool cannot apply, however, to irregular and sparse settings.

By contrast, the pool-then-smooth approach does — it doesn’t really require a
regular design, all we need is at least 7, = 2 measurements per curve.

In fact, even r; = 2 (fixed) suffices for consisntency.

Li & Hsing (2010) analysed the pool-then-smooth approach with respect to
both r and n, yielding a method indifferent to sparse/dense case (under C?
assumptions, still)

Rates of convergence reveal the “phase transition” between sparse and dense
sampling regime.

We will soon relax the C? path/covariance assumptions (C? mean is )

In pictures...
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The latent covariance surface and the scatterplot of product observations: (Y;;

where Yij = X; (Ty) + Uy



Error contamination affecting diagonal points

- Yie] = K( Ty, Tae) + S02,
assuming mean zero.

E[Yy



We exclude diagonal observations.



X
X XX X
x
x

We can estimate the covariance by 2D smoothing (e.g. locally linear or locally
quadratic smoothing) of the product (non diagonal) observations:

(Y - Yie)ijzn

@ Li & Hsing show consistency/rates under C'? assumption on mean and
covariance.

@ We will get the same rates while relaxing C? covariance assumption
(allowing for rough paths) — smoothness will be required for the mean, but
this is innocuous, and has no bearing on paths.
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Rough paths

Is this really worth fussing about?

@ Yes: continuous time Markov processes (diffusions) are the most classic example of
random functions, and have nowhere differentiable paths, a.s.

@ They should be fair game for us, and not artificially excluded.

Sample path of standard BM. The covariance surface of a BM.
Important observation:
@ The BM covariance is non-differentiable near the diagonal. This will happen with
all diffusions. Recall that this is what relates to sample path properties.

@ When the C? assumption fails near a segment of the diagonal, the associated
Gaussian process is a.s. non-differentiable almost everywhere on the corresponding
interval (Cambanis 1973, Theorem 6).

@ However, the BM covariance if flat (infinitely smooth) away from the diagonal.
This is where the smoothing is supposed to take place.
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Brownii Ornstein
Motion Uhlenbeck
dX(t) = dw(t) dX(t) = X(t)pdt + odW(t)
z

Brownian

s Black Bridge
choles X(t)
dX(t) = X(t)pdt + X (t)odw(t) dx(t) = a—n dt + dw (t)

R e (T I AR e —— TR



Regularity excluding the diagonal

Define the triangle
A={(s,t)€[0,1]?|0<t<s< 1}

and observe that C|, determines K completely.

Now consider some diffusion examples restricted on A:

Brownian motion: K(s,t) =t

Brownian bridge: K(s,t) =1t — st

Ornstein-Uhlenbeck process w/ drift B: K(s,t) = e P(t+9) (2Pt — 1)/(2p)
Geometric Brownian motion: K(s,t) = exp{(t + s)/2}) exp{t} — 1)

These are instances of a very general setting with a covariance of form
K(Sv t) = g{min(s) t)a max(s, t)}v

for some smooth function g.

Any continuous time Gaussian process that is Markov adheres to this form.
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Motivates the following modification of the pool-then-smooth procedure:

x
X
i
i

i
i
i

x

.
Smooth and reflect scatterplot restricted to lower triangle:
(Yij - Yie)ije, 1<k<y<r
where Y = X; (Ty) + Uy



Concretely, let’s use local polynomials as our smoothing method of choice.
Define:
if t <s,

E(X(t),X(s)) otherwise.

where

(@o(s, t) 51(3 t) (s, t)) =
argmin— z ) Z [{ Y Yy — a0 — a1 (Ty — s) — az (T — 1)}

ag,a1,az 1 1<k<j<r

X Kby ((Ti5 — 8), (Tix — t))]

v

Recalling that:
Yi (Ty) = X; (Ty) + Uy 1=1,...n,7=1,...7(n),
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This method vyields the Li & Hsing rates, without the C? covariance assumption:

Theorem (Mohammadi & Panaretos ,2023)

Assume that the evaluation points are sampled uniformly and independently at
random and that

o m e C?0,1], C € C*(A), sup;co1) Bl X (¢)[*1€ < 00, and E| Uy |**€ < o0.
@ kernel function K (-) is suitably chosen (some analytical conditions required).
Then .
sup  |E(X(s)X(t)) —]E(X(s)X(t))‘ = O [h41()grz (h4 + n I hz)} /
0<s<t<1 n
+0 (h2) , a.s.
Corollary (Dense Sampling Scheme)

If furthermore observations are sufficiently dense and bandwidth parameters are
tuned at an appropriate rates, then we have, almost surely

0;;;1%1 E(X(S)X(t)) _ ‘_ (logn) 1/2

matching the rate in the SLLN (i.e., the Platonic rate)
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Functional Principal Components = The Karhunen-Loéve Expansion

PCA needs no additional introduction, once we have the KL-expansion

(or the Fourier expansion given by the spectral decomposition, if we are dealing
with general vectors)

Assuming X has a Mercer covariance kernel,

2
:ZA"

n>q

q
Xi —m — ZEn‘Pn(T)

n=1

X(1) —m(7) = Z Enpn(T) ie. E

where &, = (X — m, @,) are zero mean uncorrelated with variance A,,.

Captures complete curve dynamics — Canonical FDA framework:
@ Separation of variables (stochastic vs functional)
e Quantification of smoothness (¢; contributes as A;/ ). A;)
@ Variance components / functional fluctuations around mean

@ Optimal finite dimensional representation
(modeling/methodology+inference/regularization)
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Some history:
47/49 Independent introduction by Karhunen and Loeve
< Linear filtering of stoc. proc. and series rep. of Wiener measure.

1950 UIf Grenander shows importance in statistics (birth of FDA?)
< Uses as coordinate representation for likelihood ratios

1958 C.R. Rao hints potential usefulness for growth curves
— Components of variance interpretation

1973 Kileffe considers empirical version (4 ZtT:l(Xt -X)® (X: — X))
< Large sample convergence
1982 Dauxois, Pousse & Romain develop asymptotics of empirical version
1986 Besse & Ramsey (psychometrics) use as PCA
1991 Rice & Silverman:
“Estimating Mean and Covariance When Data Are Curves”

Subject then takes off, largely thanks to the Ramsey & Silverman book.
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Motivates methodology but also shows up in inference:

E.g., estimate 8 € L? on the basis of y; = (X;,8) +&:;, t=1,..., T.

Do several random functions with same covariance share same mean? '

Given a random function, classify between {my, R1}, ..., {m, R}




As an example, consider the functional linear regression model (with scalar
response):

yi = (Xi,B) +e;, i1=1,..,N.

where E||X;||? < co & ¢&; are zero-mean and variance ¢, uncorrelated with the
random vectors X; in H. Assume we have “complete observations” .

Purple: Estimate § € H given observations (X1, y1), ..., (Xn, yn).

© Assume that E[X;] = E[y;] = 0 and that covariance X of X is known and
strictly positive definite.

@ Define k = E[yX] the covariance between y and X, and observe:
k= E[yX] = E[(X, f)X] = Kp

© Can then easily estimate kK “easily” by & = % vazl y; X;
@ Tempting to then estimate 8 by

B =%k
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Role of KL Expansion in FDA Problems

This naive approach won't work.

Expand B and « in the eigenfunction basis given by X:

=1
Kn

B = (B, @n)pn K= (K, ©n)Pn.

Then, employing the estimator B = X 1f amounts to estimating
Rn

But
1 N e
1=1 k=1
YD wba+ 5i> §in
k=1

1 N
= N Z yz{in =
i=1 A

=1
Functional Data Analysis
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=z =
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Rearranging and putting things together, we have

P n 1 N - gikfin 1 X gzn
’B”:)\,L:NZ<Z i ﬁn>+N;%n'

=1 \k=1

Let’s consider the variance of this estimator. The two terms are uncorrelated
(because E[e;] = 0 and ¢; is uncorrelated with X;).

Thus variance of second term gives lower bound:

N
Hzﬂ = o (BT Bt} = o BIETEES)
A Y-
NX2 ~ NX,’
In conclusion: ) 2
var[f,] > N,

while A, 1 — 0, since Y0, A < o0...

@ PCA can be used to to interpret which features of § can be estimated well,
and to what level of precision.

@ It can also be used implicitly to obtain consistent estimators.
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Plug-In Estimation and Perturbation Bounds

The plug-in approach: if we have estimator K of K, then we can

estimate the eigenpairs of of K by those of K

@ There is a zoo of possible observation scenarios, and a corresponding zoo of
estimators.

o If we can get perturbation bounds, then performance of plug-in estimators
can be gauged by performance of X itself.

@ Viewing the eigenpairs as functionals of the corresponding covariance, their
degree of regularity will yield correspondingly coarse/refined performance
guarantees:

e Contituiny will yield consistency.

e Lipshitz/Holder continuity of functionals, will yield rates of convergence.

o (Fréchet) differentiability, will yield a central limit theorem (in the Platonic
case, anyway)

@ This leads us to consider perturbation bounds.
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Theorem (von Neumann'’s trace inequality)

Let A, B : Hy — H, be Hilbert-Schmidt operators between separable Hilbert
spaces. Then

| (A, B) | = [ tr{AB*}| < ) on(A)on(B),

n>1

where 0;(-) denotes to the jth singular value (always non-negative by convention).

In fact, equality holds if and only if the two operators commute.

Proof.

Since the two operators are compact, they admit SVDs. Take an ONB for #; by
extending the left singular vectors of A, and an ONB for H, by extending the right
singular vectors of B. By the isometric isomorphism that identifies each of these
bases to the canonical basis {e;} of £,, we reduce the statement to the setting:

@ Hy=Hy=4y, A=IANU, B=VQI

o A, are diagonal square-summable infinite arrays

o I = {6;} is the identity array.

e U, V are orthogonal infinite arrays (UT U = VTV =1)
and we need to show that: |trace{AUQV T}| < trace{AQ}.
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We express A and Q as weighted averages of the projectors Py, = >
with {e;} the canonical basis of £5:

A= —=X2)P1+ (A2 = A3)P2+ ...+ (Ap-1—Ap)Ppo1+ .. = p_ o0, P
Q= (w]_ — wg)Pl —+ (wg — wg)Pg + ...+ (wp_l — wp)Pp_l + ... = Zzl ﬁ,‘Pi

where the telescoping series obviously converges in Hilbert-Schmidt norm. With
this representation, our sought inequality becomes

Ei,j aiﬁjtr{Pi UP]' VT} S Zi,j aiﬂjtr{Pin}.
This will follow by the triangle inequality if we can bound each term as
|ai,3jtr{Pi UPj VT}| S aiﬁjtr{Pin},

To show this, take ¢ > j (say), so the RHS is a;8; x 7. Letting u be the jth
column of U,

Pi UPj = (Pi’u.]_, Pﬂ.@, ceey PZ"U,J', 0, )

So it suffices to show Z{c:l(Piuk, vg) < 7. But this follows from the
Cauchy-Schwarz inequality since || Pyug|| < || P; | lusll < [l = 1. O
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Corollary (Singular Value Perturbation Bound)

Let A, B : H1 — H, be Hilbert-Schmidt operators between separable Hilbert
spaces. Then,

sup 0j(4) - 5(2)] < ¢z o3() = o3 (B)F < 44~ Bll s < 14~ ],

Proof.

The first and last inequality are immediate. For the second inequality, we open the

square and use von Neumann's trace inequality:

=B = AN + IBIs - 26(AB) > IS + Bl — 2ler(As”

v

EJ_I o (A) + zj_:"j (B) - 22}: o;(A)a;(B)

>0

= D (o5(A) - ;(B))?

J
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Eigenvectors require a little more work:
Theorem (Eigenvector Perturbation Bound)

Let X > 0 and K > 0 be trace-class on a separable Hilbert space, with eigenpairs
(Aj, ;) and (Aj, &), respectively, both with distinct eigenvalues. Define
uf = sign{(u;, %) }u;. Then,

18 — wl| < 2v/20; || X — K| 5 < 2v205 || X = K],

where g = (A1 — A2) 7! and oy = max{(Aj_1 — A;) "L, (A — Ajr1) 1} 7 > 2

@ Distinct eigenvalues allow for individual eigendirections to be identifiable.
@ But eigenvectors are unique only up to a sign change, hence the use of uf

Proof

The second inequality on the RHS is immediate, so we focus on the first.
Ky — Xy = (K =K+ K)a — (0 = &5 + X)) = (X =K + (B - 3y
Thus, the triangle inequality and the second inequality in the last corollary imply that

1Ky — Al <K = K)agl + 1Ry — Al < |15 = K|, + 15 — Kl s

and since ||X — J»<|||oo <|lx - ‘{K”'HS the RHS is majorised by 2|K — 3»<|||H5

-
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Now for all 1 < 5 < p we aim to lower bound ||K&; — X;%;[|2 below by (204]2)_1||u].* — 4|2
|Ka; — Aj)|? = kau] — Ny, ) Z (K, we) — (\j iy, ue))?

— . —2 o 2

= D Oe =A@ ) 2 minOn = %)’ Y (w20t ) (g, w)

Recalling that w* = sign{(v;, @;)}u;, observe that ||u* — ﬁsz can be written as

D2 = by w)? = fsien((w w) = (@)} + ) 0 () — b w)?

= @) ) 0 () = () = (L= )P+ (s w)’

Since Ek::l(&j,uk)Q =1,

{1 [, )Y =) (8, we)? = 21, )] + (%, w) 2

k=1
=Y () + 240, )l — (%, )l < > (8, u)?
k#j 20 k#j

poa 7 2 > 112
because (i, u;) < 1. Thus 2Ek¢j<u],uk> > luf = 42
Combining the inequalities in blue, and re-arranging the constant factors, we arrive at

4% = K|y > 158 — X112 > a2 3, (8, w)? > (22) [ — ]2
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@ Note that the derivation of the two bounds do not have any subtleties related
to infinite dimensions.

@ However the interpretation of the eigenvector perturbation bound does:

e We get a uniform bound when dim(H) < oo.
e But the factor on the RHS blows up when dim(H) = co.

A crude remedy is given by the following corollary:

Corollary (uniform eigenvector perturbation bound)

In the same context as in the previous theorem, assume that A;, = @(k) for some
convex function ¢ on [0,400). Then,

sup ||%; — w’|| — 0 a
J<kn

wn

1% = X5 — 0

provided
ot = Ny — A) T =0 (|||g< - g<|“HS) :
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Let's reflect on the result when estimating the covariance by its empirical version:

With a sample of size n we can hope to estimate up to n eigenvectors.

But the worst case error for the top n eigenvectors grows too fast with n, certainly
much faster than our 4/n perturbation bound:

An = Ans1)™ vs 1/4/n
Since X is trace class, An goes to zero faster than 1/n, and even then
(n_1 —(n+ 1)_1)_1 ~n® vs 1/y/n
For Brownian motion, A, goes like 1/n2, so
(n?=(n+ 1)72)_1 ~n® vs 1/yn
In other words, if we want to estimate n eigenvectors, we would need our sample

size to be orders of magnitude large than n.

Equivalently, need to “slow down” how many eigenvectors we expect to estimate
uniformly well for a sample of size n, and take only k,.

The smaller the effective rank the slower we need to go beyond k, the bound
cannot guarantee that we can distinguish between actual modes of variation.

Of course these are asymptotics. A finite portion of eigenvalues can feature “nice
gaps’. Luckily empirical eigenvalues are good estimators of true ones (uniformly).
Importance of the scree plot...
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Lower Bounds

1

With “Platonic” case, the rate n~* is obviously optimal for the MSE.

Under partial observation,

@ In the irregular and sparse regime, Hall, Miiller & Wang (2006) get an
optimal rate of
n_zfﬁ

when the sample paths are assumed C7.

@ In the regular regime, based on a regular grid of p points, Belhakem et al
(2021) get an optimal rate of
n—l +p—2a

assuming an a—Holder covariance (0 < a < 1), i.e. 5 — ¢ Holder paths.

This yields the parametric rate when measurements are sufficiently dense,

pZni.
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Toward a Spectral CLT

For a CLT, we need to show that the eigenpairs are obtained as smooth
transformations of the underlying covariance, and use the delta method.

Here is a summary of the basic idea when A > Agyq, for all & > 1:

© The triple {)g, ex, X} satisfies the equation
F(Afm eker) =0

where

F:RxHxBgs(H) > HxR, F(a,u,X)= ( (<331:>ji)1; >

@ We can verify that this map is continuously Fréchet differentiable with
non-vanishing Jacobian when A is simple.

© Thus we can make use of the Banach implicit function theorem: there is an
open set U 3 X, and unique implicit functions ox(-) : U — R and (up to
sign) v, : U — H such that
® ox(-) and () are continuously differentiable.
@ 0x(X) = X and v (K) = e
0 Xup(X) = or(X) vk (X) & (v (X), (X)) =1forall X € U.
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Via the delta method, these implicit functions now yield 1/n-CLTs for the
kth eigenpair.

Note that the logic in the argument can apply simultaneously to any finite set
of eigenpairs, yielding the corresponding joint asymptotic law.

The exact for of the asymptotic covariance follows from the form of the
derivatives of the implicit functions (which can actually be determined).
Two interesting outcomes of this calculation are:

© In the Gaussian case, empirical eigenvalues are asymptotically independent.

© Empirical eigenvectors are dependent, even asymptotically (and how could it
be otherwise...)

Apart from that the specific covariance is not of much use, as it depends on
the true spectrum.

The Gaussianity of the limit can be useful, however, to justify bootstrap
procedures for inferences on (finitely many) eigenpairs.

Recall that all this requires a “base case CLT" for the covariance estimator
itself — e.g. for the empirical covariance in the Platonic case.
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@ Reminder on Normed Vector Spaces

© Bochner Integration

© Reproducing kernel Hilbert Spaces

0 Basic operator theory, Mercer's theorem

© Random vectors and their moments

@ Gaussian measures, the Hajék-Feldman dichotomy, Conditional Independence
@ Mean square contintuity & the Karhunen-Loeve theorem
© Mean square vs pathwise regularity

© Weak Convergence, tightness, CLT, LLN

@ Moment estimation and the problem of measurement
@ Functional Principal Components

@ The positive definite continuation problem

@® |Intrinsic functional graphical models



Let Kq(s,t): 2 — R be a partial covariance kernel* on a domain

Q=L x L)

aEA

for a (possibly uncountable) cover {I,},c4 of [0, 1].

We consider the following problem:

How can Kq(s, t) be completed to a covariance kernel K (s, t) on [0,1]2? J

4i.e. VI x IC K, the restriction Kaq|1x1 is a covariance kernel

e m— T — ey 505777340



We can refine or vary the question:

@ Do there always exist completions? How many?

Is there canonical choice among them? Is it constructible?

@ Is a unique completion necessarily canonical?

Can we find necessary and sufficient conditions for unique completion?
@ Can we constructively characterise all completions?

@ How do completions vary when we perturb Kq? (estimation)

@ How do these questions relate to a process {X (¢) : t € [0, 1]} such that

Cov{X (u), X (v)} = Ka(u,v), (u,v) € Q.
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Some background

@ Analysis/Probability: continuation of positive definite functions

is a p.d. function ¢ determined by its restriction on (-4, 8)?

Equivalent to our problem in stationary case,
Kao(u,v) =¢(u—v), Q={|lu—-v[<d}

Related to
e truncated (trigonometric) moment problem
e continuation of characteristic functions

e Major results by Carathéodory, Gnedenko, Gneiting, Esseen, Krein, Calderon,
Rudin...

@ Matrix Algebra and Statistics: non-negative matrix completion

o Key results by Gohberg, Johnson, Dempster...
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Arises naturally in FDA:

Covariance Recovery from Sample Path Fragments
e 1, I, I3,... a sequence of intervals eventually covering [0, 1]
o {Xi(u),..., Xn(u)} are independent sample paths of a Gaussian process X

@ Observe
X1|11 voees Xnl;

n

Can we estimate K = Cov{X(u), X(v)} on [0,1]? when || < 1,V 1 > 1? |

Descary & Panaretos (2019)
Delaigle et al. (2020)

Lin et al (2020)

Kneip & Leibl (2020)

Victor M. Panaretos (EPFL) Functional Data Analysis 205 / 240



Recovering Covariance from Sample Path Fragments

2 o
o] 0.2 0.4 06 0.8 1 o 0.2 0.4 06 0.8

e r— T — RSt (e A 506777340



Example: Bone Mineral Density

1.25

BMD (g/cm?)
g

0.75

15 18 21
Age (in years)

17 19 21 9 12

9 1 13 15
Age (years)

BMD measurements for 117 females taken between the ages of 9.5 and 21 years
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Back to our completion problem

"

How can Kq(s, t) be completed to a covariance kernel K (s, t) on [0,1]2? J

R W e (i, I AP e —— SR



The simplest non-trivial case

Define the set of completions as

C(Kq)={K »=00n[0,1]?: K|q = Kg}.

@ Previous work focusses on sufficient conditions for |C(Kg)| = 1.

@ We wish to comprehensively understand the set C(Kgq)

Let's start with the simples case: the 2-serrated case.

Q= ([1 X [1) U (IQ X Ig) with Il = [0, b], [2 = [a, 1] a S b.
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Define K, : [0,1]> = R as

Kq(s, t), (s,t) €Q

K*(S, t) - {<KQ(S! ')! KQ(’ t)>f}C(K11r112)’ (S, t) ¢ @

where H(C') denotes the RKHS of a covariance C.

K, is a bona fide covariance and K, € C(Kg).




Recursive application of the 2-serrated formula yields a valid completion
K* € C(Kg), indeed the same completion irrespective of the order it is applied in.




An Example
As an example, let I = [0, 1]

KQ(S, t) =sAt, (3, t) €= ([0a2/3] X [0,2/3]) U ([1/3v 1] X [1/3a 1])

11 12

Clearly, this can be completed to the covariance of standard Brownian motion,

K(s,t)=sAt, (s,t) € 0,1]%.

In this case the RKHS is explicitly known to be a Sobolev space

Can calculaate the two-serrated completion explicitly.

Turns out to coincide with the standard BM kernel.

Hence, by iterating, any m-serrated completion is the BM kernel

So the completion method seems to give the “right” answer in some standard
examples (more can be produced)
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Is K* Somehow Canonical?

Theorem (Waghmare & Panaretos, 2022)

The covariance K* is the only completion of Kq such that the associated
Gaussian process forms an undirected graphical model w.r.t. G = ([0, 1], Q)

e Equivalently K* is the unique extension w/ the global Markov property w.r.t.
edge set Q

@ Intuitively, relies exclusively on correlations intrinsic to 2 — propagates only
“observed” correlations via the Markov property, without introducing
arbitrary unseen correlations.

@ It is unique in doing so among all possible completions

@ Later shown in Waghmare & Panaretos (2024) that perturbations of K,
decrease the (Fredholm) determinant.

For all these reasons:

We call the completion K* the canonical completion. J
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Necessary and Sufficient Conditions for |€(Kq)| =1

Theorem (Waghmare & Panaretos, 2022)
Let Kg be a partial covariance kernel on a serrated domain Q = U;"zl(fm x In)

The following three statements are equivalent:
@ Kgq admits a unique completion K on [0,1]?, i.e. C(Kg) is a singleton.

Q if X; ~ N(0, Kq|rx1,), then there exists € {1,..., m} such that
X; = A X,
for m — 1 deterministic linear maps {A;};,.
@ for some r € {1,..., m}, the following Schur complements? vanish:

K /Kpag,, =0, for 1<p<r and Ki, /Kin,,, =0, forr < g<m.

For A C B C Q, Ka(Kp/Ka)(s,t) = Kp(s,t) — (Kn(s,"), Kp(, 1))

seqrg) S
the covariance of the residuals {X; — II(X¢|X4) : t € B\ A}.
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Condition (2) implies that X (¢) = II[X (¢)|{X (s) : t € I.}] for one of the
intervals I, defining the serrated domain.

So when unique completion is possible, the process {X () : t € [0,1]} is a
deterministic linear transformation of its restriction {X (t) : t € I} to one
of the intervals I, defining the serrated domain.

In any case, when a unique completion exists, it must be the canonical one.
Condition (3) is checkable at the level of K, i.e. at the level of observables

It has nothing to do with smoothness or finite rank assumptions (see next
slide).

Notice that identifiability of K from K|q does not require unique completion
conditions on K|g — can assume Q-Markovianity (a very considerably weaker
assumption)
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Uniqueness is intrinsically about rigidity, not smoothness/rank constraints

The following “left/right reflection” example shows that dimensionality or
smoothness play no role:

N ,
N w
AN A VN Y
"\A/"M\J LAVAY NVA Lf‘wNA\

[

WY et \
A o AW WAL
S b/ W, W/ i sl

t
Let I; =[0,2/3], . =[1/3,1] and Q = I U I be a 2-serrated domain. Define
X(t)= B(2/3—t)1{t € L\ L} + B(t)1{t € L N L} + B(4/3— t)1{t € L, \ L}
with {B(t) : t € [1/3,2/3]} a standard Brownian motion on I; N L.
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K is a completion of K, if and only if

K=K +C
where C' is a valid cross-covariance between

X1 ~ N(O,KII/KIIQIZ) and Xg ~ N(O,sz/KjlﬂIz)

— —————— DL\ —




o Valid C are easily but arbitrarily obtained:

e Any coupling of X1 ~ N(0, Ky, /K n) and Xo ~ N(0, K1,/ K1, ) will yield
valid cross-covariance C/(s, t) = cov{X1(s), X2(¢)}
o Like assigning a correlation to two variances — think of 3 x 3 matrices

o % 7
x % %
?7 % of

o Can characterise in operator notation — choose ||¥|| < 1 arbitrarily, then

1/2 -+ 1/24,
0 0 | (@iery?) s
Kf = K,.f + 0 0 0 flnon
L 2oLl | o 0 ATAVA
C

@ Any completion other than canonical one introduces arbitrary correlations
@ Valid completions in bijection with || - ||eo-unit ball.

@ Can build them all once we have K,
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Characterisation of all Completions — General Serrated Domains

Everything in black depends only on Kgq (equiv. on its canonical extension K,):

Theorem (Waghmare & Panaretos, 2022)

Let Kq be a continuous partial covariance on a serrated domain  of m intervals.
Then K is a completion of Kq if and only if its operator f — Kf has the form

Z X fp (t) Z Rpfp,(t) Z Rpfs, (t Z dpfs,(t) ae

JiteL pitES, pitED, pit€LN 41

where for 1 < p < m,

Ro= [58] [2D,]  + uiPw vy

w/ kernel K*|R,,’ step p of algorithm

U =X, - [828] [5278], Vo =%n, - [5,205] [5;205]

and ¥, : L?(D,) — L?(S,) are bounded linear maps with || ¥,[|_ < 1.

Furthermore, taking ¥; = ¥5 = ... = ¥, = 0 yields the canonical completion.

Victor M. Panaretos (EPFL) Functional Data Analysis 218 / 240






Estimation

Makes sense to choose canonical completion as target of estimation:

@ When completion is unique, it will be canonical
@ When completion non-unique, canonical completion is least presumptuous

@ Canonical completion is pivot to construct all completions

= It is always an identifiable and interpretable target of estimation
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Estimating specifically the canonical completion is qualitatively different under
non-uniqueness than all previous approaches (which focussed on uniqueness)

Q If we impose uniqueness by way of assumption (a very strong assumption),
then one can use, for example, series estimators or matrix completion.

@ However such estimators will yield arbitrary (almost certainly non-canonical)
completions if uniqueness does not actually hold.

© To guarantee canonicity, we need to satisfy the system of operator equations
on the previous slide — an inverse problem

©Q Can be seen as an adaptive approach: will yield the unique completion when
uniqueness holds, and a stable/canonical one otherwise.
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Let kQ be an estimator of Kg.

Define I?* to be the estimator of K, based on solving a regularised version of the
linear operator system defining K, (i.e. with all ¥, = 0), with Kgq in lieu of Kgq.

Regularisation by spectral truncation (at level Np) of eachof p =1,...,m — 1
equations,

R, = [3,728;] [3,7/2D,]

replacing unknown quantities with their “hat counterparts”.
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Rate of Convergence

Let A, x be the squared Hilbert-Schmidt error when approximating

Ry = [3,7/283]" [d,~2/?D,] by replacing J, with its rank-k truncation.
Theorem (Waghmare & Panaretos, 2022+)

Assume that for every 1 < p < m, we have

) eigenk(KQhPX]P) = )\p,k ~ k™2

[} Ap,k ~ k_’B.
then R
| K — Killz2(zx1y = Op <||KQ Kall; 7'" 2 )
where )
=_B8 __|_B__ " m > 1
Tm—1 = 163613 |Zatp+l ’ ,

provided the regularisation parameters are chosen to satisfy

N, x || Kq — Kall3%45 = Os(1)
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||I?* - K*”LZ(IXI) = ||KQ - KQ| z;(_é)

m—2
where v, 1 = b ] for m > 1.

B
4a+p+3 [ 2a+p+1

Remarks on the exponent 7, _1:
@ |t strictly decreases as a function of the number of intervals m

@ It can get arbitrarily close to 1 for a large enough rate of decay of
approximation errors f.

@ An increase in the rate of decay of eigenvalues o is accompanied by a
decrease in the rate of convergence.

o If Ko € C"(Q) then the same applies to the kernels Kq|;,x s, of J, implying
Apiis o(1/k™ ) forevery l<p<mandthusa=r+1.

@ All other things being equal, an increase in the smoothness of K also tends
to a decrease in the rate of convergence
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Example: Bone Mineral Density

1.25

BMD (g/cm?)
g

0.75

15 18 21
Age (in years)

17 19 21 9 12

9 1 13 15
Age (years)

BMD measurements for 117 females taken between the ages of 9.5 and 21 years
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Age (in years) Age (in years)

Figure: Completed covariance of the BMD data.

Victor M. Panaretos (EPFL) Functional Data Analysis 226 / 240



From Serrated to Regular Domains

v
R D 4

With some more effort, we also have

Theorem (Waghmare & Panaretos, 2024)
Let Kq be a continuous partial covariance kernel on a regular domain Q. Then,
@ There exists a canonical completion K, of Kg.

@ There exists an increasing sequence §2; C € of serrated domains with
U;Q; = Q, such that the canonical completions K; of Kq |Q] converge
pointwise to K.

Leads to a novel result even in a classical context:
Corollary (Stationarity and e-Markov extensions)

Any positive definite function on [—e¢, €] admits a canonical extension to (—oo, 00)
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@ Reminder on Normed Vector Spaces

© Bochner Integration

© Reproducing kernel Hilbert Spaces

0 Basic operator theory, Mercer's theorem

© Random vectors and their moments

@ Gaussian measures, the Hajék-Feldman dichotomy, Conditional Independence
@ Mean square contintuity & the Karhunen-Loeve theorem
© Mean square vs pathwise regularity

© Weak Convergence, tightness, CLT, LLN

@ Moment estimation and the problem of measurement
@ Functional Principal Components

@ The positive definite continuation problem

@ Intrinsic functional graphical models



Using positive-definite completion to define continuum graphical model?

@ To gain some intuition, consider the p X p matrix case

. "

Ask for completion that maximizes Gaussian differential entropy

%10g{(27re)pdet(K)}

1

@ Solution: “missing entries” of ¥~ should be zero.

This is precisely what our procedure would produce.

Except we have no inverse and no usual determinant now...

Still, clearly there must be a connection to graphical models
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Continuously Indexed Graphical Models?

Say that X ~ N (0, K) has the graph
QC Ux U if for every u,v e U
separated in Q by W C U, it satisfies
the global Markov property:

Xy X, | X

Theorem (Waghmare & Panaretos, 2024+)

Equivalent to satisfying the completion
formula

K(u) U) = <K(’U,, ')1 K('1 U))’H(Kw)

for any W separating (u,v) in Q

Thus the graph Q of a process can
described in terms of its covariance K
without reference to the inverse.
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Holds whether U is finite, countably
infinite, uncountably infinite... in fact
for virtualy any U.

Characterizes graph structure via the
covariance, bypassing invertibility

But... can we operationalize it and go
the other way round?

Given the covariance K of a process,
can we work out the graph Q7

Here, there is no such thing as an
inverse, but the completion equation
can help us “approximate” the graph
via successive serrated versions.
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Resolving Uncountably Large Graphs

A pragmatic approach: partition the domain U into 7 = {Uy,..., Up}.
/ I
/ I
Q Qr ;
/ /

Instead of asking whether there is an edge between u,v € U, we ask whether
there is an edge between (some point in) U; and (some point in) Uj.
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Turns out Q™ now admits a nice inverse zero characterization: for 1 < 1,7 < p, let
Ky L*(Uj, p) = L*(Us, p)

be the integral operator induced by the integral kernel K = K|y, <y, given by

% f (s / K (1, v)f (v) dpu(v)

Define the covariance operator matrix X, induced by the partition 7 as

K = [Kyl;

4,j=1"
Define the correlation operator matrix R, induced by the partition 7 as

Re = [Ry ]2y = (K5 25,9510,

= dg(K)™/*Kdg(K)V? = 7+ dg(K) (K — dg(K))dg(K)H? = T+ (Rx — dg(Ra))

because dg(R,) = J by definition. So the correlation operator matrix is a bounded
and self-adjoint perturbation of the identity.
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Thus, contrary to X, the correlation operator matrix R, is “typically” invertible:

If inf o(Rr — dg(Rx)) > —1, then R 1 is well-defined. |

And so now we are legitimised to state:
Theorem (Waghmare & Panaretos, 2024+)
If Ry is invertible, the graph QT is related to the inverse P = R as follows:

Q7 = UA{U: x U; : || Py # 0}

@ Choosing a finer partition 7 yields a higher resolution version Q7 of Q.

@ Importantly, this characterization behaves coherently under refinement.

Corollary (Waghmare & Panaretos, 2024+)

Let X ~ N(0, K) on U with K continuous. If 7 is a parttiion of U with R is
invertible, then Qx is identifiable up to m-resolution. Furthermore, if there exists a
sequence {m;}%, such that (a) the correlation operators Ry, are invertible and
(b) the partitions separate points on U, then Qx s identifiable exactly.
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Plug-In Estimation

As discussed in the context of functional PCA:

@ There is a zoo of possible observation scenarios...

@ ... and a corresponding zoo of covariance estimators.

Ideally, we would like to have plug-in estimators.

@ First, we estimate X by the appropriate (for the observation scenario) X.

Then we get Ry and Py by applying the steps described to K.

°
@ Going from X, to R; and P, involved inverses.
@ We are thus going to need regularised plug-in estimation.
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Estimation Methodology: Block Thresholding

Thresholding in the Operator Norm

© Covariance Operator Matrix Estimator.

K = K47

J=1

@ (Regularised) Correlation Operator Matrix Estimator

R =9+ (k7 + dgk) V2 (K — dgk) (k7 + dgk) /2

© Precision Operator Matrix. P = R—1.

@ Estimation of 2 by thresholding at level p.

Q=U{Ui x U; : P4l > £}
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What about performance guarantees for our estimators, say at a given resolution

These come in asymptotic and a non-asymptotic forms:

o Asymptotic Guarantees. This is well-suited to the plug-in mentality, which is
flexible w.r.t. the measurement problem. In this setting we can pursue
plug-in rates of convergence, which take as input the rate of convergence of
the chosen covariance estimator at the given regime, and yield the rate of
convergence of the other estimands.

o Non-Asymptotic Guarantees. Beyond rates of convergence, which are
asymptotic in nature, we can also consider finite-sample guarantees for the
various possible observation regimes. Finite sample guarantees are by nature
specific to the estimator used, which in turn needs to be tailored to the
corresponding sampling regime.

An advantage of non-asymptotic theory is that it makes no reference to limits,
hence allows us to address recovery of the continuum version of Qx.

l.e. it can tell us how to successively refine the partition 7 as sample size
increases, in order to construct a consistent estimator at infinite resolution.
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Since we have an inverse problem at hand we need some regularity conditions.
First that inf o(R,; — dg(Ry)) > —1, so that R ! is well-defined.

Then a “source condition”: for some bounded operator matrix g with all the
diagonal entries zero and 8 > 0, we have

Ry — dgRy = [dgK]P&o[dgXK]”.

Note that this implies that R, — dgR, is compact.

The assumption simply ensures that X — dgX = [dgX] /2P &, [dgXK]/?*# is
linearly well-conditioned for inversion by [dgX]'/?.
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Our first result now relates ||Ry — Rx|| to ||K — K|, K and [|Ry]|:

Theorem (Asymptotic Guarantees — Correlation)

In the presence of our two regularity assumptions, and given any sequences
Kn >0 and &, > ||K — K|, we have

1R~ Reell <5 1 Rell - [(8n/n)? + (8n/Kn)] +2- 62 - [[2o]| - || —P1.

The estimator R, is consistent so long as the regularization parameter &, is
chosen such that x, — 0 and 6,,/k, — 0 as n — co. The optimal rate is given by

_BAL_
10 - (|| R | V [|Bo][||5][2P—PALY - 61577

1
and it is achieved for the choice k, = 6, °"".

If K is the empirical covariance,
o 6, is Op(n~1/2),

@ the optimal choice of the regularization parameter is given by
Ky = m1/2(BALTY)

e and we obtain the rate of convergence ||Rr — Rx|| = Op(n=PA1/2(BAIHD),
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With our assumptions, R is strictly positive. The operator R is also strictly
positive for all sufficiently large n, by virtue of being consistent. So for all
sufficiently large m, we may write

Do Pr = RAR R - RAR R = R [RW - J“z,r] R =P, [:R,r - RW] P

and it can be shown that ||P,|| is bounded in probability under our assumptions.
As a result, the convergence rates for || R, — R.|| also apply to [|Pr — Px||.

Theorem (Asymptotic Guarantees - Precision and Graph Recovery)

In the same context as the last result, and with the optimal choice of the
regularization parameter k,, we have

BAL

1P = Pall = [1Pall(IRell V [120lllIKIPP~P1Y) - Op(82777).

If we choose p, such that p,

/65/\1/(1—“3/\1) — 0, then

PO (pn) # %] =5 0.
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