MATH-562: Statistical Inference Anthony Davison

Problem 1 Data Y7,...,Y,, treated as a random sample from the geometric density f with support
Y =10,1,...} and parameter 6 € (0,1) are in fact from the Poisson density g with mean A > 0.

(a) Show that E,{log f(Y;6)} is maximised by 6, = (1 + A)~!, and check that this matches the means
of the models. Is this a general feature of mis-specified exponential family models?

b) Find 21(6,) and h1(6,) and show that the sandwich variance formula gives var 0,) = 03(1—6,)/n.
g g g g g

(¢) Show that the maximum likelihood estimator of # based on Y7,...,Y, is = 1/(1+Y) and use the
delta method to find its asymptotic variance. Is this a surprise?

Problem 2 When the generalized Pareto distribution is written as
P(Y >y)=(1—-y/Y)), 0<y<, P A>0,
where a; = max(a,0), the parameter 1 represents the upper support point for Y.
(a) Find the profile log likelihood for 1) based on a random sample Y7,...,Y,.

(b) Show that if 1) is regarded as fixed, then the minimal sufficient statistic for A is Sy = 3>, Z;,
where Z; = —log(1 — Y} /v). By considering P(Z; > z) or otherwise, show that Sy has a gamma
distribution and deduce that the conditional density of the data given Sy = sy is
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(c) Compare the profile log likelihood with the log likelihood obtained from (b). Which is preferable?

Problem 3 The generalized Pareto distribution was given in an earlier question.

(a) Show that the derivatives with respect to 1 satisfy the first two Bartlett identities only if A > 2.

(b) If M,, denotes the sample maximum, show that n'/*(¢) — M,) Ly W as n — oo, where P(W >
w) = exp{—(w/1)*} for w > 0. Deduce that when A < 2 convergence to a limiting distribution for
inference on % occurs more rapidly than with maximum likelihood estimation, but if A > 2 then
maximum likelihood is the better option, at least asymptotically.

Problem 4 Suppose that the parameter 6 consists of a p x 1 parameter of interest ) and a ¢ x 1 nuisance
parameter A\, and that the maximum likelihood estimator 6 has approximate distribution
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where the circumflex denotes a quantity evaluated at the overall maximum likelihood estimate.
(a) Use the formula for the inverse of a partitioned matrix to show that var(qZ) = Gy — J0 Aj;ij)@)_l.
(b) Show that the profile log likelihood ¢, (1) = £(%, X¢) satisfies
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where a tilde denotes a quantity evaluated at (% = (v, Xw) Deduce that 12 ~ Np(w,jgl).



