EPFL — Spring 2025 Spectral theory Francgois Genoud

HOMEWORK SOLUTION WEEK 5

1. (& m=M =0, Ex=0for A\<0and Ey =1 for A > 0.
(bym=M=1, Ex=0for A< 1and E\ =1 for A > 1.

2. First observe that, for all A € R,
1
(|- —Afu,u) = / 2 — Au(@)dz >0, Vue L2[0,1]
0

Hence, the operator T : L2[0,1] — L2[0, 1], Thu(x) := |z — Au(x), is positive. Furthermore,
Tiu(z) = |z — N?u(z) = (x — N\)?u(z) = (X — M)?u(z).

By uniqueness of the square root, it follows that T\ = | X — AI|, for all A € R.
Now, for all u € L?[0,1] and = € [0, 1],

(X = A) — | X = MJu(z) =[(x = A) — |z = A u(z) = =2(x — \) " u(x).
It follows that

L?[0,1] if A <0,
ker [(X — AI) — | X — M|] =< {u € L?[0,1]; u(x) =0, a.e. x <A} if A € (0,1],
{0} it A> 1.
Hence, the projection E4 () onto ker [(X — ) —|X — AI|] is given by
U if A <0,
Ei(MNu=qxpqqu if Ae (0,1],
0 if A > 1.

The result now follows by letting Ey = I — E(\).

3. Since p is a real polynomial, we know that p(S) is symmetric and that

M+-e
p(S) = p(A) dEy.
We shall now prove that
M+-e
P = [ s diBsw ), Vue M)

We first observe that since the function A — (Ej\u,u) is increasing, it belongs to BV [m, M + ¢]. Indeed,
for any partition of [m, M +¢c], m =X < A\ < -+ < A\p—1 < Ay = M + ¢, we have

n n

Z ‘(E,\ku,u) — <E,\k_1u, u>‘ = Z (Ex u,u) — (Ey,_u,u) = Z <(E,\k — By, _,)u, u>
k=1 k=1 k=1

= <Z(E>\k - Ekkq)u’ u> = <(E)\n — By )u, u> = Hu||2

k=1

Therefore, thanks to Theorem A.2.1, the RHS of (1) is well defined. Now, consider a sequence of partitions
(IT});2,, denoted as

I: m=XM<A < <M _ <X, =M+e, 1>1
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By definition of the Riemann—Stieltjes integral, we have

(p(S)u,w) = ( Jim S pO)(Eyy — By Juu)
k=1

ny M+e
= llggozp()\b [<E/\Lu,u> - <E/\§€71u,u>] = / p(A) d (E\u,u) .
k=1

m

As for the general case, one has

(p(S)u,v) = 1[(p(S)(u +v),u+v) — (p(S)(u —v),u —v) +i( (P(S)(u+ i), u+iv) — (p(S)(u — iv),u — iv) )}

4
M+-e M+e
= i[/ p(A) d(Ex(u+v),u+v) —/ p(A) d(Ex(u —v),u —v)
AT';‘[+E " M+e
—|—Z(/m p(A) d(E\(u + iv), (u + iv)) —/m p(A) d<E)\(u—iv),(u—iv)>)]

using the Polarization Identity. Similarly, by Polarization Identity, one notes that
1
A (Bau,v) = 5 [(EA(zH—v), u+v) — (Ex(u—v),u—v) +i{Ex(u+iv), (utiv)) —i{Ex(u—iv), (u— w))]

is a complex linear combination of monotone functions. Hence, A — (F\u,v) is a complex-valued function
of bounded variation, as well as all the other A — (E)\(u+v),u+v) etc... In particular, d(E\u,v), as well
as all the other d(E\(u + v),u + v) give rise to well-defined complex-valued Stieltjes-Riemann integrals
(see Appendix A in the lecture notes) and one must have

M+e M-te
le[/m p(A) d(Ex\(u+v),u + v) —/m p(A) d(Ex(u —v),u —v)
M+e M+-e
v [ B i) i)~ [ OB - i), - )]
]\Zn-‘ré‘ "
- /m p() d(Eyu, v)

using the properties of Stieltjes integration (Properties A.3.1). This leads to the desired equality.
Note that in Appendix B, a Stieltjes-Lebesgue measure ji4 can be defined when ¢ is increasing, e.g. for
d(A) = (Ex(u+v),u+ v) etc.... Then we can define

1By, v) = i[,u(E,\(u—i-v),u+v>—u(E)\(u—v),u—v)—i—i(u(E)\(u—Hv), (utiv)) — (B (u—iv), (u—iv)))]

as a 'complex-valued measure’. This is only a definition (measure in the usual sense must be nonnegative)
and not a property. But when integrating continuous functions, both the Stieltjes-Riemann and the
Stieltjes-Lebesgue integral give the same result.

4. Consider two spectral families (E)), (Fy) satisfying parts (a) to (d) of Spectral Theorem I. We already
know that E) = F) for all A <m and A > M. Fix u € H. By (1),

M+-e M+-e
/ p(N) d(Bxu,u) = / p(\) d(Fyu, u).

m m

As a combination of BV functions, ¢(X) := (E\u, u) — (F\u, u) belongs to BV [m, M + €|, and we have

M+te
/ p(\) dp(A) = 0,

m

for any real polynomial p. By the Weierstrass approximation theorem, for any f € C°([m, M + ¢],R),
there is a sequence of real polynomials converging to f in C°([m, M +¢], R). It follows from Theorem A.3.3
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that
M+-e
[ f00de) =0, € COffm, M+ R),

m

Since ¢ is left-continuous and ¢(m) = 0, Theorem A.3.4 implies that ¢ = 0 on [m, M +¢]. It follows that
((E/\—F,\)u,u> =0, VAeR.
Since this holds true for any u € ‘H, we conclude that E\ = F), for all A € R.



