
MATH524 – Spring 2025
Problem Set: Week 10

1. (Conditional expectation) Show that m(x) = E[Y |X = x] minimizes

E[|f(X)− Y |2]

over all measurable functions f : Rd → R. That is, the regression function minimizes the expected squared-loss.

2. (Error decomposition) Let Fn be some class of functions f : Rd → R that depend in some way on the data

{(Xi, Yi)}ni=1 that is generated by a standard regression model:

Yi = m(Xi) + εi.

Consider the regression estimator mn that satisfies

mn = argmin
f∈Fn

1

n

n∑
i=1

|f(Xi)− Yi|2.

Show the following∫
|mn(x)−m(x)|2µ( dx) ≤ 2 sup

f∈Fn

∣∣∣∣∣ 1n
n∑

i=1

|f(Xi)− Yi|2 − E[(f(X)− Y )2]

∣∣∣∣∣+ inf
f∈Fn

∫
|f(x)−m(x)|2µ( dx).
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