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Now that we have expanded our tool set to deal with uniform consistency of estimators, there are
two new interesting questions that arise. Lets stick with the KDE as our working example here. We
want to answer the following:

1. Can the rate of convergence (established from the uniform consistency result) be improved
upon by any other estimators for the Holder class of probability functions, F(β, L)?

2. What is the best possible rate of convergence for this class of functions?

To answer these questions, we need to first introduce the concept of minimaxity:

inf
f̂

sup
f∈F
E f [( f̂ (x) − f (x))2] ∀x,

where f̂ is any estimator. This statement means we are attempting to identify the estimator that
provides the best rate of convergence over all possible functions for the class of functions defined
by F(β, L).

Recall that we have previously seen that for the kernel density estimator,

sup
x∈R

sup
f∈F(β,L)

E f [( f̂n(x) − f (x))2] ≤ Cn−
2β

2β+1 .

This is an upper bound on the maximum risk for a specific (kernel) estimator. To complement the
upper bound, we would be interested in a lower bound of the type

∀ f̂n : sup
f∈F(β,L)

E f [( f (x) − f̂n(x))2] ≥ Cψ2
n,

where ψn is some positive sequence that approaches zero as n→ ∞ and C is some positive constant.
We have so far restricted our analysis to (I)MSE loss metrics. There may be other symmetric loss or
distance metrics, d(·, ·), that can be used to answer similar questions about optimality. i.e., bounds
of the form

sup
f∈F
E f [d( f , f̂n)],

where d can be a pointwise or integrated metric. The upper bounds we have come across so far
imply the existence of a constant C < ∞ such that

lim sup
n→∞

ψ−2
n inf

Tn
sup
f∈F
E f [d( f̂ , f )] ≤ C. (1)
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Matching lower bounds would suggest there exists a c < ∞ such that

lim inf
n→∞

ψ−2
n inf

Tn
sup
f∈F
E f [d( f̂ , f )] ≥ c. (2)

If we can establish both the lower and upper bounds, we can define the optimal rate of convergence:

Definition 1 (Optimal rate of convergence). A positive sequence ψn is called the optimal rate of
convergence of estimators on (F , d) if (1) and (2) hold. Then, the estimator f̂ that satisfies

sup
f∈F
E f [d( f̂ , f )] ≍ ψ2

n

is called the minimax optimal estimator (or the rate-optimal estimator).

We will use tools from empirical process theory to establish general methods for identifying optimal
rates of convergence and in particular, by the end of this chapter we will prove the following lower
bound:

inf
f̂

sup
f∈F(β,L)

E f [( f̂ (x) − f (x))2] ≥ Cn−
2β

2β+1 .

This lower bound will allow us to conclude that KDE is minimax-optimal for F(β, L) by showing
that the KDE achieves the best rate of convergence (up to constants) over all possible estimators.

We will start with more tractable examples to build intuition and develop the tools necessary to
prove nonparametric minimaxity for different function classes.

1 Examples

1.1 Parametric model
Starting in the parametric setting gives a smaller, possibly nicer space to work with for establishing
notions of minimaxity. Lets start with the class of Gaussian distributions with unknown means.
That is, F = {N(µ, 1) : µ ∈ R}. Our objective function will simply be the mean θ(F) = µ, the
only unknown parameter of the function. Consider the least-squares loss function in defining the
minimax risk as:

Rn = inf
µ̂n

sup
µ

E[(µ̂n − µ)2].

For such parametric models, recall that under some regularity conditions, the MLE risk is bounded
by tr[I(θ)−1]/n at the true parameter θ, where I(θ) is the Fisher information matrix (and for typical
models this will be of the order d/n). It can also be shown that there is a local minimax lower
bound (local in the sense that the sup is taken only over a neighborhood around the true θ) of the
same order tr[I(θ)−1]/n. Thus, the MLE is locally minimax. In fact, this bound can be extended to
global minimaxity of the MLE by making uniform bound arguments over all local neighborhoods
around all θ ∈ Θ. This is due to theory developed by Hájek and Le Cam, but we won’t go into the
technical details of this theory. We’ll focus on non-parametric minimax theory that is applicable to
the estimators and function classes we have considered so far.
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1.2 Non-parametric models
1.2.1 Estimation with random X

Let Q be a fixed distribution on [0, 1]d (e.g., the uniform distribution), and let (xi, yi)
i.i.d.
∼ P, with

yi = f (xi) + εi, xi ∼ Q, εi ∼ N(0, σ2), and xi y εi, (3)

for some fixed σ2 > 0. Let θ(P) = f , the entire regression function. Suppose that P is the
set of regression distributions P of the form (3) for which f ∈ F , (for example, F defined on
[0, 1]d). To study function estimation at a single point (e.g., the origin), take the squared loss,
d( f̂ , f ) = ( f̂ (0) − f (0))2. The minimax risk is then

Rn = inf
f̂

sup
f∈F
E
[
( f̂ (0) − f (0))2].

1.2.2 Estimation with fixed X

Consider the regression model with fixed covariates. That is,

yi = f (xi) + εi, xi fixed , εi ∼ N(0, σ2), and xi y εi.

We can still define the minimax risk as before, where now the expectation is understood to be
only with respect to the distribution on y (since x is not random). This requires some notational
adjustment because now the yi are independent but no longer i.i.d. Similarly, we will need to be
careful with some of the techniques that will be introduced in the remainder of this chapter, because
as written we assume i.i.d. data. In several cases, these adjustments will be straightforward and the
minimax risk for the random and fixed covariate models will behave in the same manner. However,
there will be some cases in which the two models behave very differently. We’ll briefly touch upon
this at the end.

1.2.3 Estimation in L2

Lets go back to (3), but with an L2 loss function d( f̂ , f ) = ∥ f̂ − f ∥2L2 . This has minimax risk

Rn = inf
f̂

sup
f∈F
E[∫ ( f̂ (x) − f (x))2dQ].

1.2.4 Estimation in empirical L2

Now, consider the L2 loss function with respect to the empirical distribution of X: d( f̂ , f ) =
∥ f̂ − f ∥2L2(Qn) = ∥ f̂ − f ∥2n = n−1 ∑

i( f̂ (xi) − f (xi))2. This has minimax risk

Rn = inf
f̂

sup
f∈F

1
n
E[

∑
i( f̂ (Xi) − f (Xi))2].
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2 Estimation to testing
Recall that, typically, we are interested in the order of the rate of convergence (dependency on n) 1

instead of the full explicit form of the minimax risk Rn (i.e., we usually ignore constants). As it
turns out, finding a lower bound on Rn will require a totally different technique than what we have
used to derive upper bounds for specific estimators. We will develop a general formulation of the
common approach to lower bounds first and then look at some specific examples.

Our first step is to show how lower bounds can be obtained via a "reduction" to the problem of
obtaining lower bounds for the probability of error in a certain testing problem. We do so by
constructing a suitable packing of the parameter space (recall from Chapter 5 our definition of
packing numbers).

In this section we focus on the function class of probability distributions, i.e., F = P. More
precisely, suppose that S = {P1, . . . , PN} ⊆ P is a 2δ-separated set contained in the space θ(F ),
meaning a collection of elements2 d(θ j, θk) ≥ 2δ for all j , k. The minimax risk can then be
bounded from below as:

Rn = inf
θ̂

sup
P∈P
EP[d(θ(P), θ̂)] ≥ inf

θ̂
max
P j∈S
EP j[d(θ j, θ̂)],

where we use the shorthand θ j = θ(P j). For each θ j, let us choose some representative distribution
P j-that is, a distribution such that θ

(
P j

)
= θ j and then consider the N-ary hypothesis testing problem

defined by the family of distributions
{
P j, j = 1, . . . ,N

}
. In particular, we generate a random variable

Z by the following procedure:

1. Sample a random integer J from the uniform distribution over the index set [N] := {1, . . . ,N}.

2. Given J = j, sample Z ∼ Pθ j .

We let Q denote the joint distribution of the pair (Z, J) generated by this procedure. Note that the
marginal distribution for Z is given by the uniformly weighted mixture distribution Q := 1

N

∑N
j=1 Pθ j .

Then, given a sample Z from this mixture distribution, we consider the N-ary hypothesis testing
problem of determining the randomly chosen index J. The decision rule for this hypothesis test
can be defined as ψ : Z → [N], and the associated probability of error is given by Q(ψ(Z) , J). In
order to control this error probability, we will need to define the following two quantities

s = min
j,k

d(θ j, θk)

ψ∗ = argmin
j

d(θ j, θ̂).

1We may also be interested in how it depends on auxiliary parameters that define P. For example, in function
estimation if F is a norm ball in some function space, then we may also be interested in how Rn scales with the radius of
this ball—and indeed, below, we’ll track minimax rates as a function of n and the Lipschitz constant L of the regression
function (when | f (x1) − f (x2)| ≤ L|x1 − x2|).

2Notice we only define the packing number with a weak inequality, as opposed to with the strict inequality
d(θ j, θk) > 2δ used in the definition in Chapter 5. This is purely to simplify the calculations later on.
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Furthermore, we will need to assume that our chosen distance d satisfies a quasi-triangle inequality,

d(θ, θ′) ≤ C
(
d(θ, θ′′) + d(θ′, θ′′)

)
with some global constant C > 0. It should be obvious that any valid metric will satisfy this property
with C = 1. If d(x, y) = ∥x − y∥22, then the property is satisfied with C = 2.

These quantities can now be used to obtain a lower bound on the minimax risk as shown in the
following lemma:

Lemma 1 (Testing lower bound)
Let S = {P1, . . . , PN} ⊆ P be any 2δ-packing set, and d(·, ·) be a nonnegative symmetric loss
function satisfying the quasi-triangle inequality with some constant C > 0. Then,

Rn = inf
θ̂

sup
P∈P
EP[d(θ(P), θ̂)] ≥

s
2C

inf
ψ

max
P j∈S

P j(ψ , j) ≥
s

2C
inf
ψ

Q(ψ , J), (4)

where the infimum is over all maps ψ and s = min j,k d(θ j, θk).

This result is known as the standard reduction for minimax lower bounds. Finding the tightest lower
bound requires a careful selection of the set of distributions in S . If S is too big then s will be small.
But if S is too small then maxP j∈S P j(ψ , j) will be small. Note that the right-hand side of the
bound (4) involves two terms, both of which depend on the choice of δ. By construction, s/2C is
increasing in δ, so that it is maximized by choosing δ as large as possible. On the other hand, the
testing error Q(ψ(Z) , J) is defined in terms of a collection of 2δ-separated distributions. As δ→ 0,
the underlying testing problem becomes more difficult, and so that, at least in general, we should
expect that Q(ψ(Z) , J) grows as δ decreases. For a given choice of δ, the other additional degree
of freedom is our choice of packing set, and we will see a number of different constructions for this
shortly.

Proof of Lemma 1. By Markov’s inequality, for each j, and any t > 0,

EP j[d(θ j, θ̂)] ≥ tP j(d(θ j, θ̂) ≥ t),

and thus,
Rn ≥ t inf

θ̂
max
P j∈S

P j(d(θ j, θ̂) ≥ t).

Any value of t will give us a valid lower bound. However, we are interested in finding the value of t
that gives us the best lower bound. To find this “best” t, we look at the minimum distance between
our contenders θ j, j = 1, . . . ,N.

Suppose that the true parameter is θk (i.e., ψ∗ = k , j): we then claim that the event
{
d(θk, θ̂) < δ

}
ensures that the test ψ∗ is correct. In order to see this implication, note that, for any other index
j ∈ [N], an application of the triangle inequality guarantees that

s ≤ d(θ j, θk)
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≤ Cd(θ j, θ̂) +Cd(θk, θ̂)

≤ 2Cd(θ j, θ̂).

Where we used the quasi-triangle inequality for the second inequality, and the fact that d(θk, θ̂) ≤
d(θ j, θ̂) in the third line. As a result, we have shown that

ψ∗ , j⇒ d(θ j, θ̂) ≥ s/(2C)

and so
P j

(
d(θ j, θ̂) ≥

s
2C

)
≥ P j(ψ∗ , j).

Now, plugging in for t = s/(2C), we can derive a the following lower bound:

Rn ≥
s

2C
inf
θ̂

max
P j∈S

P j(ψ∗(θ̂) , j),

Thus, given access to θ̂, it tries to pick out which one of {θ j}
N
j=1 it thinks is most likely. We can

further lower bound the right-hand side by considering all hypothesis tests based on the data. The
full infimum over all tests can only be smaller, from which the claim follows. ■

3 Distance between probability measures
In order to proceed with analyzing the minimax risk quantity for any of the notions from the previous
section (or indeed any other minimax risk quantity), we need to capture the distance/divergence
between functions from the class P over which we want to bound the risk. The KL divergence is
one of the most common quantities used to describe the variation of functions within a class P.

Definition 2 (KL divergence). Let (X,A) be a measurable space and let P and Q be two probability
measures on this space. Suppose ν is a σ-finite measure on (X,A) such that P and Q are both
absolutely continuous with respect to ν. i.e., P ≪ ν and Q ≪ ν. Let p = dP/dν and q = dQ/dν
(such a measure ν will always exist because it can always take the trivial form ν = P + Q by
the Lebesgue decomposition theorem). The Kullback-Leibler (KL) divergence between the two
distributions P,Q is then defined as

KL(P,Q) =
∫

log
(

dP
dQ

)
dP =

∫
log

(
p(z)
q(z)

)
p(z)dν.

The following observations of the KL divergence can be made directly from its definition:

Lemma 2 (Properties of KL divergence)
The following properties hold for the KL divergence.

1. KL(P,Q) ≥ 0 and KL(P,Q) = 0 iff P = Q.

2. KL(·, ·) is not a distance. (see: KL(P,Q) , KL(Q, P)).
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3. If P = ⊗n
i=1Pi and Q = ⊗n

i=1Qi, KL(P,Q) =
∑

i KL(Pi,Qi).

The following fact will be useful for us. For two Gaussian densities, P = N(θ, σ2) and Q = N(µ, σ2),
we have

KL(P,Q) =
(θ − µ)2

2σ2 .

There are many other notions of distances on distributions (TV, L1, Hellinger, χ2, etc.) that
have relationships to allow moving between the different metrics, including relationships to KL
divergence. We will not review these here, but will simply define other distances and use known
relationships as they naturally arise. Some of these definitions and properties will be explored in the
exercises.

4 Le Cam’s method
Le Cam’s method is an application of this general idea for N = 2. This should also help us build
intuition for what to expect when we move to a more general N case. Consider two hypotheses:
θ0 = θ(P0) and θ1 = θ(P1), so that s = d(θ0, θ1).

Theorem 1 (Le Cam’s lower bound)
Let P0, P1 ∈ P, and let d(·, ·) be a nonnegative, symmetric loss function satisfying the quasi-triangle
inequality with some constant C > 0. Then,

Rn ≥
d(θ0, θ1)

8C
e−nKL(P0,P1).

We also have

Rn ≥
d(θ0, θ1)

4C
[1 − TV(Pn

0, P
n
1)],

where TV(P,Q) = 1
2

∫
|p(z) − q(z)|dz denotes the total variation distance between distributions P,Q

with densities p, q.

The lower bounds in Theorem 1 require the following facts about affinity, TV distance, and KL
divergence of distributions P,Q with densities p, q.

•
∫

p(z) ∧ q(z)dz = 1 − TV(P,Q) (Scheffé’s Theorem, see exercise sheet 7).

•
∫

p(z) ∧ q(z)dz ≥ 1
2e−KL(P,Q) (see exercise sheet 8).

• KL(Pn,Qn) = nKL(P,Q).

Proof of Theorem 1. For simplicity, we will start with n = 1 (i.e., only one sample). Then, by
Lemma 1,

Rn ≥
s

2C
inf
ψ

max
j=0,1

P j(ψ , j).
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By the property that maxi Xi ≥ X̄n,

Rn ≥
s

4C
inf
ψ

[
P0(ψ , 0) + P1(ψ , 1)

]
.

The reason we use the average for the lower bound is the following result (which is derived from
the Neyman-Pearson test):

ψ∗(z) =

0 if p0(z) ≥ p1(z)
1 if p0(z) < p1(z)

.

We will use (without proof) the fact that (which follows from the Neyman-Pearson lemma)

inf
ψ

[P0(ψ , 0) + P1(ψ , 1)] = P0(ψ∗ , 0) + P1(ψ∗ , 1).

Now we compute

P0 (ψ∗ , 0) + P1 (ψ∗ , 1) =
∫

p1>p0

p0(z)dz +
∫

p0≥p1

p1(z)dz

=

∫
p1>p0

p0(z) ∧ p1(z)dz +
∫

p0≥p1

p0(z) ∧ p1(z)dz

=

∫
p0(z) ∧ p1(z)dz.

Thus,

Rn ≥
s

2C
P0 (ψ∗ , 0) + P1 (ψ∗ , 1)

2
=

s
4C

∫
p0(z) ∧ p1(z)dz.

Now, if we have n > 1 i.i.d. samples, we replace p0 and p1 with pn
0(z) =

∏n
i=1 p0(zi) and pn

1(z) =∏n
i=1 p1(zi), and by the same arguments, we have

Rn ≥
s

4C
[P0(ψ , 0) + P1(ψ , 1)] =

s
4C

∫
pn

0(z) ∧ pn
1(z)dz. (5)

The integral on the right-hand side above is often called the affinity between pn
0 and pn

1. The proof of
both parts of the statement follows essentially by applying the corresponding relationship between
the loss metric and the affinity integral to the bound in (5) with S = {P0, P1} and s = d(θ0, θ1). i.e.,

Rn ≥
d(θ0, θ1)

4C
[P0(ψ , 0) + P1(ψ , 1)]

=
d(θ0, θ1)

4C

∫
pn

0(z) ∧ pn
1(z)dz

≥
d(θ0, θ1)

8C
e−KL(Pn

0,P
n
1) =

d(θ0, θ1)
8C

e−nKL(P0,P1)

and similarly,

Rn ≥
d(θ0, θ1)

4C
[P0(ψ , 0) + P1(ψ , 1)]
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=
d(θ0, θ1)

4C

∫
pn

0(z) ∧ pn
1(z)dz

=
d(θ0, θ1)

4C
(1 − TV(Pn

0, P
n
1))

■

A useful corollary of Le Cam’s KL bound in Theorem 1 is the following.

Corollary 1
Under the same conditions on d(·, ·) as in Theorem 1, suppose there exists P0, P1 ∈ P such that
KL(P0, P1) ≤ (log 2)/n. Then Rn ≥ d(θ0, θ1)/(16C).

Example 1 (KDE lower bound). We can demonstrate the applicability of Le Cam’s method by
considering our KDE example. Let’s start by defining our problem in terms of the minimaxity setup
we have introduced in this chapter. For simplicity, consider the input distribution to be uniform,
Q = Unif

(
[0, 1]d

)
, and just take σ2 = 1. Consider F = C1(L; [0, 1])d, the space of functions that

are L-Lipschitz continuous on [0, 1]d. i.e., there exists a positive constant L such that

| f (x1) − f (x2)| ≤ L|x1 − x2|.

and consider pointwise risk at the x = 0, in squared loss,

Rn = inf
f̂

sup
f∈F
E[( f̂ (0) − f (0))2].

Recall that in this context, θ0 = f0(0) and θ1 = f1(0), where f0, f1 are functions in F . Let’s
suppose f0 = 0 (the zero function). Let K be any 1-Lipschitz function supported on the unit ℓ2

ball {x : ∥x∥2 ≤ 1}, such that K(0) = 1 and 0 <
∫

K(x)2dx < ∞. Then let f1(x) = LhK(x/h), for a
value h > 0 that we will choose later. It should be clear from the construction that f1 is L-Lipschitz
continuous. Let’s now compute the KL divergence.

KL(P0, P1) =
∫

[0,1]d

∫
p0(x, y) log(

p0(x, y)
p1(x, y)

)dydx

=

∫
[0,1]d

∫
p0(y | x) log(

p0(y | x)
p1(y | x)

)dydx

=

∫
[0,1]d

∫
ϕ(y) log(

ϕ(y)
ϕ(y − f1(x))

)dydx

=

∫
[0,1]d

KL(N(0, 1),N( f1(x), 1))dx

=
1
2

∫
[0,1]d

f1(x)2dx

=
L2h2

2

∫
[0,1]d

K(x/h)2dx
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≤
L2h2+d∥K∥22

2
.

In the second line, we use the fact that p0(x) = p1(x) = 1 for all x; in the fifth, we use the closed-form
expression for the KL divergence between normals; and in the sixth and seventh, we recall the
definition of f1 and use variable substitution to compute the integral, denoting ∥K∥22 =

∫
K(x)2dx.

Now, by setting h = ((2 log 2)/(L2n∥K∥22))1/(2+d), KL(P0, P1) ≤ (log 2)/n.

Then, by Corollary 1,

inf
f̂

sup
f∈C1(L;[0,1]d)

E[( f̂ (0) − f (0))2] ≥
f1(0)2

32

=
L2h2

32
≍ L2d/(2+d)n−2/(2+d)

This means we have found a tight lower bound and KDE achieves the point-wise minimax optimal
rate of convergence.

Example 2 (Lipschitz function, fixed X). Suppose we now look at the fixed-X regression model.
Then yi, i = 1, . . . , n are independent but no longer i.i.d.. It turns our that very few changes will
be required to amend the arguments given above with Le Cam’s method in the i.i.d. case. Careful
inspection shows that we must only replace Pn

j , j = 0, 1 with P j1× · · ·×P jn, j = 0, 1, whose densities
are

∏n
i=1 p ji(zi), j = 0, 1, and then the lower bounds would still hold. The KL bound from Theorem 1

simply becomes

Rn ≥
d(θ0, θ1)

8C
e−

∑n
i=1 KL(P0i,P1i)

Using an analogous construction to that from the random-X setting, we define f0 = 0 and f1(x) =
LhK(x/h), where K is 1-Lipschitz, supported on the unit ball, with K(0) = 1, and now satisfies
∥K∥2n =

1
n

∑n
i=1 K(xi)2 = c for some 0 < c < ∞ that does not depend on n.

Satisfying this last requirement, which requires us to construct K so that we have precise control
over its empirical norm, is easiest to do when xi, i = 1, . . . , n are on a regular lattice in [0, 1]d,
which is a typical assumption in fixed-X lower bounds. Similar calculations to the previous example
can be used to show

1
n

n∑
i=1

KL(P0i, P1i) =
L2h2

2n

n∑
i=1

K(xi/h) ≲ L2h2+d.

If we set h ≍ (L2n)−1/(2+d), then we get

inf
f̂

sup
f∈C1(L;[0,1]d)

E[( f̂ (0) − f (0))2] ≳ f1(0)2 ≍ L2h2 ≍ L2d/(2+d)n−2/(2+d),

just as in the random-X setting.
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However, Le Cam will not always provide useful bounds. Lets take the following regression
example.

Example 3 (A bad choice for Le Cam). Consider the regression model

Yi = f (i/n) + εi

where f ∈ H(1, 1) = Θ (Holder class). We can show the following risk upper bound for the L∞
loss:

lim sup
n→∞

sup
H(1,1)

E[∥ f̂ − f ∥2∞] ≤
(
log n

n

)1/3

Lets consider the following pair of hypotheses:

θ0 = f0(x) ≡ 0 and θ1 = f1(x) = (2πn)−1 sin(2πnx).

Notice that for evaluating at the points of the regression, f0(i/n) = f1(i/n) = 0,∀i. This implies that
P0 = P1 for the observed data Y1, . . . ,Yn. It can be shown using the Neyman-Pearson bound from
the proof of Le Cam that pe,2 ≥ 1/2. Then, with the L∞ loss,

d( f0, f1) = ∥ f0 − f1∥∞ = (2πn)−1.

Then we can repeat the steps of lower bounding the rish with s = (4πn)−1 to show

lim inf
n→∞

n−2Rn ≥ c.

Clearly this does not match the upper bound. And so, the question remains as to whether the upper
bound is also rate-optimal. It turns out that we need to use a more involved multiple hypothesis
lower bound in order to prove the rate-optimality. We will come back to this example later.

5 Fano’s method
Intuitively, it should be clear that Le Cam’s method - which only allows us to construct a pair of
hypotheses - will likely be insufficient. Recall, however, that the standard reduction in Lemma 1
was based on an arbitrarily large but finite set S = {P1, . . . , PN} ⊆ P. Like we did in the derivation
of Le Cam’s method, we can use the fact that a maximum is no smaller than an average, which gives

Rn ≥
s

2C
inf
ψ

1
N

n∑
j=1

P j(ψ , j) =
s

2C
inf
ψ

Q(ψ , J).

Now, in order to understand the interpretation of this bound, we need to understand a simple, yet
well-known result from information theory, known as Fano’s inequality. The idea of behind this
inequality comes from thinking about the data as being generated from the two step-process outlined

11



in Section 2. Recall that when we think of the data Z as being generated from a mixture distribution
Q̄ where the true distribution is uniformly randomly chosen from N possible values, we are trying
to use the information in Z to correctly identify the true mixture component. Then, we can think of
the difficulty of the minimaxity problem as largely dependent on the relationship between Z and J.

Let’s take the most extreme relationship to see precisely what this implies. If Z ⊥ J, then Z contains
no information about J and furthermore, the joint density of Z and J splits into the product of their
marginals. If the joint density looks very different from the product of the marginals, we could
argue that Z and J are unlikely to be independent of each other and therefore, Z may contain more
information about J than if the joint density looked more like the product of the marginals. This
naturally fits into the concept of distance or divergence between two distributions as a metric for
identifying how difficult the problem is to solve through the amount of information Z contains about
J. In Information Theory this concept is called mutual information as is defined as

I(Z; J) = KL(QZJ,QZQJ).

In our particular case, since we assume that J follows a uniform distribution over N values, we can
use the third property of KL from Lemma 2 to further decompose the mutual information into

I(Z; J) =
1
N

∑
j

KL(P j, Q̄).

Now, we can see that the mutual information is small only if the P j, j = 1, . . . ,N are hard to
distinguish from each other. Or in other words, if the elements of the packing set are too close to
each other, i.e., δ is too small. This quantification of the packing set will help us establish a lower
bound that accounts for the trade-off when more elements are added to S .

In particular, Fano’s inequality tells us that for any ψ,

1
N

n∑
j=1

P j(ψ , j) ≥ 1 −
I(Z; J) + log 2

log N
≥ 1 −

nβ + log 2
log N

where β = max j,k KL(P j, Pk), is also known as the maximum KL-gap. Putting this together with
the general bound from Lemma 1 gives the following result.

Theorem 2 (Fano’s lower bound)
Let P1, . . . , PN ∈ P, and let d(·, ·) be a nonnegative symmetric loss satisfying the quasi-triangle
inequality for some C > 0. Then

Rn ≥
s

2C

(
1 −

I(Z; J) + log 2
log N

)
≥

s
2C

(
1 −

nβ + log 2
log N

)
where s is the minimum distance, and β is the maximum KL-gap.

While the second inequality is one way of controlling mutual information, another method that may
also be useful employs convexity of the KL divergence:

I(Z; J) ≤
1

N2

∑
j,k

KL(P j, Pk).

12



Finally, we state a simple corollary of Fano’s method.

Corollary 2
Under the same conditions on d(·, ·) as in Theorem 2, suppose there exists P1, . . . , PN ∈ P such that
N ≥ 4 and β ≤ (log N)/(4n). Then Rn ≥ s/(8C).

5.1 Selecting hypothesis classes
The bound in Theorem 2 depends largely on selecting a reasonable δ. Here we will briefly touch
upon how this can be done to ensure the lower bound remains non-trivial. We will use sets of the
form S = {Pω : ω ∈ Ω}, where

Ω = {0, 1}m = {ω = (ω1, . . . , ωm) : ωi ∈ {0, 1}, i = 1, . . . ,m} .

Ω is also known as a hypercube. There are 2m elements in Ω. For ω, ν ∈ Ω, define the Hamming
distance:

H(ω, ν) =
m∑

i=1

1(ωi , νi)

One "problem" with a hypercube (in terms of using it to index distributions), is that some pairs
Pω, Pν might be very close together which will make the minimum d-gap (what we call s) too small
(in a relative sense). This will result in a poor lower bound.

We can try to fix this problem by pruning the hypercube. That is, we will seek some subset Ω′ ⊆ Ω
covering nearly all the elements of Ω, but where each pair Pω, Pν is ‘far apart’ in Hamming distance,
for ω, ν ∈ Ω′ with ω , ν. It may help to think of this as an approach to selecting the elements of the
packing set with respect to the Hamming distance instead of in some Lp norm. The technique for
constructing such a subset is outlined by the Varshamov-Gilbert lemma.

Lemma 3 (Varshamov-Gilbert)
Let Ω = {0, 1}m, where m ≥ 8. Then there exists a pruned hypercube Ω′ = {ω1, . . . , ωN} ⊆ Ω such
that

• N ≥ 2m/8, and

• H
(
ω j, ωk

)
≥ m/8 for each j , k.

For our purposes we will take this result as a given. See (Tsybakov, 2009, Chapter 2.6) for a
complete proof of this lemma. Lets now see how we can combine this information theoretic result
with Fano’s method to establish an integrated-loss minimax bound.

Example 4 (Lipschitz functions, L2 norm). Consider the random-X regression setting (3) with the
squared L2 loss:

d( f̂ , f ) = ∥ f̂ − f ∥22 =
∫

[0,1]d
( f̂ (x) − f (x))2dx

As before, let K be a 1-Lipschitz function supported on the unit ℓ2 ball {x : ∥x∥2 ≤ 1}, such that
K(0) = 1 and 0 <

∫
K(x)2dx < ∞. For an integer r > 0 (we will set the value later), define the grid

13



points

xα =
(
α1 − 1/2

r
, . . . ,

αr − 1/2
r

)
∈ [0, 1]d, for α ∈ [r]d,

where [r] = {1, . . . , r}. Let h = 1/(2r) and define the functions

gα(x) = LhK
( x − xα

h

)
, for α ∈ [r]d.

It is straightforward to check that each gα is L-Lipschitz, and that each of the gα’s have non-
overlapping support. Now, enumerate these functions as g1, . . . , gm, for m = rd, and define

fω(x) =
m∑

i=1

ωigi(x), for ω ∈ {0, 1}m.

In other words, we construct each hypothesis fω by adding together some finite subset of the
locally-supported kernels g1, . . . , gm, indexed by ω.

For ω, ν ∈ Ω, since the functions gα have non-overlapping support,∫
[0,1]d

( fω(x) − fν(x))2dx =
∫

[0,1]d

 m∑
i=1

(ωi − νi) gi(x)

2

dx

= H(ω, ν)L2h2
∫

[0,1]d
K

( x
h

)2
dx

= H(ω, ν)L2h2+d∥K∥22

where H(ω, ν) is the Hamming distance, and ∥K∥22 =
∫

K(x)2dx. A similar calculation to the
pointwise loss case shows that for the hypotheses Pω, Pν corresponding to the regression functions
fω, fν, respectively,

KL (Pω, Pν) =
1
2

∫
[0,1]d

( fω(x) − fν(x))2dx

= H(ω, ν) · L2h2+d∥K∥22/2.

At this point we can apply the Varshamov-Gilbert lemma to define the hypercube subset Ω′ ={
ω1, . . . , ωN

}
⊆ Ω = {0, 1}d, with cardinality N ≥ 2m/8, such that H

(
ω j, ωk

)
≥ m/8 for each j , k.

Then for each j = 1, . . . ,N, denote by P j the distribution corresponding to the regression function
fω j . Observe that, from the integrated loss and the lower bound on the Hamming distance over
distinct pairs in Ω′,

s = min
j,k
∥ fω j − fωk∥

2
2 ≥

m
8

L2h2+d∥K∥22 = cL2r−2

14



Meanwhile, by the KL distance and the trivial upper bound on the Hamming distance of m,

β = max
j,k

KL(P j, Pk) ≤
m
2

L2h2+d∥K∥22 = 4cL2r−2.

Now, we would like to have β ≤ (log N)/(4n) in order to be able to apply Corollary 2. Recalling
that N ≥ 2m/8, we have log N ≥ (log 2)m/8 = (log 2)rd/8, so we want

4cL2r−2 ≤ (log 2)rd/(16n),

which implies we must choose r = ⌈c′(L2n)1/(2+d)⌉ for some constant c′ > 0. Corollary 2 then tells
us (using the fact that squared loss satisfies the quasi-triangle inequality with C = 2 ) that

inf
f̂

sup
f∈C1(L;[0,1]d)

E[ ∫
[0,1]d

( f̂ (x) − f (x))2dx] ≥
s

16

=
cL2r−2

16
≍ L2d/(2+d)n−2/(2+d)

A similar calculation is possible (and the same rate holds) for the fixed-X case, but we will skip the
details.

Cautionary note: The fixed-X minimax rate is not always the same as the random-X rate. In fact,
often it is necessary to be careful in setting up the minimax estimation problems, because in some
cases, the answers may be trivial. Of course there is much more that can be discussed based on
approaches to minimaxity for different function classes, but we leave this tangent here for now.

There are many more methods for constructing lower bounds than just the Le Cam and Fano
methods. We won’t cover these, but the interested reader can see Yu (1997) and (Tsybakov, 2009,
Chapter 2.7) for other techniques.
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