TOPICS IN PROBABILITY. PART I: CONCENTRATION

EXERCISE SHEET 4: CONCENTRATION INEQUALITIES AND THEIR APPLICATIONS

Exercise 1 (Azuma-Hoeffding inequality and generalization). Let (F,), be a filtration,
(Ap)n be random variables satisfying

e (martingale difference property) Ay is Fr-measurable and E[Ag|Fr—1] = 0 almost
surely;
e (predictable bounds) Ay, By, are Fi_i-measurable and Ay < Ay < By, a.s.

Prove that Y_,_, Ay is subgaussian with variance prozy +> p_ ||Br — Agl|% and conclude
that

P AL >t < 20°
DAzt <ew (‘zz_luBk—Aknzo)'

k<n

In the case | By, — Ag| is not uniformly bounded, this bound is useless. So, prove the following
more general form:

P[ZAk >t,) (Bp—Ap)* < c2] < e 2/

k<n k<n
If you need a hint, see the footnot(ﬂ.

Exercise 2. (Concentration of the norm of vector with bounded entries) Let X;’s be i.i.d.
uniformly bounded random variables with E[X?] = 1, and set X = (Xy,...,X,). Apply
McDiarmid’s theorem or Azuma-Hoeffding in the most natural way to find a bound for
P[|X| — E[|X]|]] > t] of the form e /. What do you get for ¢,? Does it depend on
n?

Actually, it is possible (with what you’ve learnt so far) to get such a bound with an absolute
(independent of n) constant ¢ by proceeding in a slightly different way. More precisely, prove
that there exists C' > 0 (independent of n!) such that for all t > 0,

PIX] — v =1 < e/
P([IX]| - v/n| > 1] < 2¢=/
Hint: First look at variables Y; = X? —E[X?]) and find a suitable bound for P[ D i<n Yi > ]
(sinzxzﬁlqu;y for the absolute value of the sum); use the fact that for z,6 > 0, |z—1| > ¢§ implies
that |2% — 1| > max(d, 6%) and conclude.

Show further that there exists an absolute constant K > 0 (independent of n) such that
0 < v/n—E[|X]]] < K and conclude that for any t > 2K,

P(|IX[| - E[I1X[])] > #] < 2e~/0.

LConsider A 7_| A — 2570 (B — Ay)2.



Exercise 3 (Borell-TIS: concentration of supremum of Gaussian).
Let X € R™ be a Gaussian vector. Let 0% := sup?_, Var[X;]. Recall that then Z = sup; X;
satisfies Var[Z] < o® and prove that for some suitable ¢ > 0 and all t > 0,
+2
P[|Z — E[Z]] > t] < 2e 2e02.
Remark: one could get the inequality with ¢ = 1, but one would need a sharper Gaussian
concentration inequality than the one proven in the lecture.

Exercise 4 (Empirical frequencies). Let (X;); be i.i.d. random variables with distribution u
on a measurable space E. Set N,,(C) = #{k < n: Xy € C}/n. By the law of large numbers,
N, (C) = u(C) forn > 1. We would like to control the deviation between the true probability
w(C) and its empirical average N, (C) uniformly over some countable class C of measurable
subsets of E. Thus, define Z, supeee | No(C) — u(C)|. Prove that

P[Z, — E[Z,] > 1] < e 2"

Exercise 5 (Maximal eigenvalue of symmetric matrix with Rademacher entries). Let M be
an n x n symmetric matriv with i.i.d. Rademacher entries (M;;)<;. We are interested in
the mazimal eigenvalue of the matriz, Ayax(M). Show that Var[Apnax(M)] < 16 and

— 2 /(4n(n 16
PAmax (M) = EAmax(M)] > t] < e70/Un0tD) A =
Hint: recall that Amax(M) = SUp,ern.jpj=1(v, Mv), use this representation to find an esti-

mate on Dy f(M) with f(M) = Amax(M) for the variance bound, and on Dy f(M) for the
concentration bound.

Remark: It is actually possible (using the so-called Talagrand’s concentration inequality)
to show that Apax(M) is 16-subgaussian as you might expect from the variance bound.
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