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Chapter 1

Color codes

We box certain parts of the material that has special meaning. We would like to stress that
bozes do NOT mean highlighting. They just mean special type of material.

Part of the material that generalizes linear algebra material by pattern substitution

This is a part where linear algebra statements, definitions and proofs are generalized
in an obvious way, that is, more or less by simple word replacement. For exam-
ple statements about vector spaces are generalized by replacing every occurrence of
“vector space” by “module”. We take the liberty to go over this part of the material
quicker in the lectures, only talking through the lecture notes, instead of writing
down thoroughly each bit of it again.

Review of material learned in another course

We have learned this in another course, and we include it in these notes only for
review.

Material very similar of what we learned in “Anneaux et corps”

Similarly to the case of material reminiscent to “Linear algebra”, we take the liberty
to go over this part of the material quicker in the lectures, only talking through the
lecture notes, instead of writing down thoroughly each bit of it again.
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Material very similar of what we learned in “Théorie des groupes”

Similarly to the case of material reminiscent to “Linear algebra” and “Theorie des
groupes”, we take the liberty to go over this part of the material quicker in the
lectures, only talking through the lecture notes, instead of writing down thoroughly
each bit of it again.

Material not on the exam but strongly suggested if you are seriously interested in algebra

This part of the material will not be asked in the exam, and will not be covered in
class. At the same time there will be video uploaded about it on the Moodle page
of the course. It is highly suggested to understand this material if you are seriously
interested in algebra, say you are thinking about continuing taking algebra courses
and maybe even do a PhD in something algebra related.




Chapter 2

Definitions and first properties of
rings and modules

2.1 RINGS

Review of material learned in another course

(1)
(2)

3)

(1)
(2)

Recall the definition of a ring.
Definition 2.1.1. A ring R is a 5-tuple (R, +,0, -, 1) satisfying the following condi-
tions:

(R, +) additive group, and 0 is the additive unit,

- is a binary operation which is associative, it is right and left distributive, and
1 is a multiplicative unit,

140

A ring R is commutative if - is a commutative operation.

Example 2.1.2. Here are some examples of rings.

the ring of integers Z, fields Q, R, C, more generally, any field k.

k-algebra: k-vector space V together with a k-bilinear map -: V xV — V
(which is associative) and an element 1y such that 1y -v =v-1y = v, Yo € V.
Hence, (V,+,0,-,1y) is a ring. [Exercise: k - 1y is an embedded copy of k
included in the center of V.

Examples: (commutative) polynomial rings: k[x1,...,z,] and k[z;];en,

non commutative k-algebra: M, (k) = {n x n matrices with coefficients in k}.
Then (M, (k),+,0,-,Id) is a non-commutative k-algebra.

ring of endomorphisms of a k-vector space W, (Endg (W), +, 0,0, id),

let {Y;}ier be a collection of elements and let &k be a field. Let V' be the k-vector
space generated by all the (non-commutative) monomials in the Y; — that is,
a basis for V is given by all the words you can write using the Y;, where we
denote the empty word by 1y. Then, it is easy to verify that there is a bilinear
map -: V x V — V induced by the concatenation of words in the Y;.

The free non-commutative algebra k(Y;);cr on k generated by {Y;}icr is the
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algebra structure on V' induced by the operation -, where the multiplicative
identity is 1y. [Caveat: non-commutativity is reflected by the fact that the
concatenation of words is non commutative, e.g., Y1Ys # Y5Y7; otherwise, we
would just be producing a polynomial algebra with generators the Y;].

(6) The group algebra of a finite group G over a field k is the k-algebra R =
k[G] := {deg Ag9|Ag € k}. To explain the ring operations on R let us look
at a specific example of G = C3 = {e, g, ¢} and k = Q. Then every element of
R can be written as Ace + Agg + A 2g?, for example 2e + 3g + 1/2¢g*. Addition
happens coordinate-wise. For example:

(2¢ + 39 + 1/2¢%) + (1/3e + 4g + 29°) = 7/3e + Tg + 5/24*

and multiplication happens distributively:

(2e +3g +1/2¢*)(1/3e + 4g + 2¢°)
=(2/34+3-2+1/2-4)e+(2-4+3-1/3+1/2-2)g+(2-2+3-44+1/2-1/3)g>
= 26/3e 4+ 10g + 97/64°.

We note that when G is non-commutative, so is k[G].

(7) Another frequently investigated non-commutative ring is the ring of differential
operators D, in 1 variable z over the field k. This is the subring of Endy (k[x])
(meaning k-linear vector space endomorphisms), that are differential operators.
For the details we refer to the corresponding “Anneaux et corps” exercises (in
2021 these were exc. 8 on sheet 3 and exc. 7 on sheet 4).

Here, let us only exhibit a basis and explain the multiplication of basis elements,
assuming that char k = 0. So, a basis as a k-vector space is

(2
( o)

5. 15 just a formal symbol here, it has nothing to do with taking limits).
To understand multiplication, we should think about the above elements as
operations on k[x]:

0 G, 9 9
2 alf) = 2af) = f o) = (1+22) 1)

So, 8%33 =1+ xa%. This relation determines multiplication completely.

It can be shown that if chark = 0, then D, = k<x7y>/(ygj —zy—1) where

k(xz,y) is the free non-commutative k-algebra on the elements x,y introduced
a few points above. This will be an exercise on the exercise sheet.

In any case, D, is the only non-commutative example we had with infinite
dimension over the base-field.

Recall: ring homomorphisms, subrings, ideals, principal ideals, quotient rings.
Properties of commutative rings:

o R is a domain < R contains no zero divisors (“anneaux integre”),
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o principal ideal domain (PID) < domain + all ideals principal (“anneaux prin-
cipal”),

o UFD (“anneaux factoriel”) < domain + every non-zero element x € R can be
written as a product of irreducible elements p; € R and a unit u € R and this
is unique up to reordering the terms and up to multiplying each irreducible
element by a unit.

2.2 MODULES

Part of the material that generalizes linear algebra material by pattern substitution

Definition 2.2.1. R is a ring, an abelian group (M, +) is a left R-module if there
is an operation - : R x M — M that satisfies the usual axioms of vector spaces:

(1) 1-m=m,
(2) - is distributive and associative:

(i) (r1+re) - m=r1-m+re-m,
(ii) r(m1 +ma) =7 -m1 + 1 - Mo,

(iii) (rs)-m=r-(s-m).

Instead of requiring the existence of - : R x M — M with the above prop-
erties, equivalently we can also require that there is a homomorphism of rings
R — Endab_gp (M, —{—).

The definition of right R-module is the same as above, except instead of condition
(2|(iii)) we require that (rs)m = s(rm). In particular, in this situation we also write
the multiplication on the on the other side: m(rs) = (mr)s.

Notation: left module pM, right module Mg. If we only say R-module it means
a left R-module.

Definition 2.2.2.

(1) Let M and N two R-modules, then an additive homomorphism ¢ : (M, +) —
(N, +) is an R-module homomorphism, if ¥r € R, ¢(rm) = r¢(m).

(2) ¢ is called an isomorphism if it is bijective.

(3) M C N is a submodule of an R-module N if it is an additive subgroup and
Vr e R, r- M C M. Sometimes, being a submodule is denoted by M <p N.

(4) If M C N is a submodule, then the quotient module N/M is the quotient group
{ M+n ‘ neN } as an additive group, with multiplication r(n+M) = rn+ M.

[Exercise: Check that the quotient N/M is a well defined R-module. Hint: use
the fact that Vi € R, r(n +m) = rn+rm and rm € M ]

Notation 2.2.3. We fix certain notations for the entire notes:

(1) R denotes always a base-ring over which we work,
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(2)

3)

(4)

when we just write “module”, it means an “R-module”, and similarly “submodule” and
“quotient module” mean “sub R-module” and “quotient R-module”,

M and N always denote R-modules (or just modules, using the language of the previous
point), and

k is always an arbitrary field.

Example 2.2.4.

(1)

(2)

If R = Z, then the above notions mean group homomorphisms, subgroups and quotient
groups of abelian groups.

if R is a field, then the notions of Definition 2.2.2 become linear transformations, sub-
spaces, quotient spaces

rR is the R-left module on R. Submodule of R = left-ideal.
R&---®R=((r1,...,rq) | ri € R) is an R-module (operations coordinatewise).
If M is an R-module and m € M, then

Rm::{rmEM}TER}

is a left submodule of R (generated by m). If M = Rm (for some m € M), then M is a
cyclic module.

Having cyclic modules, we can see how modules behave differently compared to vector
spaces, despite of the formal similarities between the definition of the two. For example
the one dimensional vectorspace over a field has only the two trivial sub-spaces: itself
and the zero subspace. However, one dimensional free modules can have many non-trivial
subspaces. For example for R = k[z| (where k is a field), Rf is a non-trivial subspace, or
equivalently we have 0 # Rf C R, whenever f is non-zero and not invertible.

Using the examples of the previous point we get really interesting modules, for example
M = R/ Rz for R = k[z]. These examples differ fundamentally from vector spaces, as
x € R acts on it by the 0 € Endap g1 (M, +).

Similarly to cyclic modules, if mq,...,mqg € M, then

d

d
ZRmi = { ani
=1

=1

ri € R } cM
is the left submodule of M generated by my,...,mgq. M is finitely generated, if M =
Zle Rm; for some finitely many m;.

concrete example: take R = k[z,y|. Consider the R-module, R ® R/R(z,0) + R(0,y).

[Exercise: is it isomorphic to pR?]

Let R be a ring. If M, N are left R-modules, Hompg(M, N) is a left R-module with
module structure R x Homp (M, N) — Hompg(M, N) given by

(r,p) — (rgo : M — N defined by (r¢)(m) := rgp(m)).
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(11) It is not part of the material of the exam, but we mention for the interested reader that
the representations of a finite group G over a field k are in one-to-one correspondence with
finite dimensional modules over M over k[G]. A representation of G is simply a group
homomorphism p : G — GL(V). Then there is a natural homomorphism « : k[G] —
End(V), defined by

«Q Z Agg | = Z AgP(9)-
geG geqG
The fact that « is a homomorphism follows from p being a homomorphism (homework:
wok out the details). This endows V with a k[G]-module structure. We leave it as a non-
obligatory homework to show that the assignment p +— « yields a bijection as claimed
above.

Part of the material that generalizes linear algebra material by pattern substitution

Definition 2.2.5. As in the case of groups, if ¢ : M — N is a homomorphism of
R-modules, we define

ker(¢):{m€M‘¢(m):O},

and

im(¢) = { ¢(m) | me M }

Proposition 2.2.6. Using the notations of the above definition, ker¢ C M, and
im¢ C N are R-submodules.

Proof. We know from group theory that ker ¢ and im ¢ are additive subgroups. So,
we just have to show for each r € R that r(ker ¢) C ker ¢:

Vme M : mekerp = ¢(m)=0= ¢(rm) =rp(m) =0= rm € ker ¢
and that r(im ¢) C im ¢:

Vo(m) € im¢@ : ro(m) = ¢(rm) € im ¢

Material very similar of what we learned in “Théorie des groupes”

Definition 2.2.7. A sequence

of R-modules is exact, if for all integers 1 <i <n — 2, im f; = ker fj11.
A short exact sequence is an exact sequence of the type

0 M N K 0.

Remark 2.2.8. For a short exact sequence

0 M N K 0,

then K = N/M. To see this use the next proposition.
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Proposition 2.2.9 (First isomorphism theorem). Let ¢ : M — N be an R-homomorphism.
Then M/ker¢ = 1m¢

Proof. As for Proposition 2.2.6 we know from group theory that there is an additive
isomorphism ¢ : M / ker ¢ — im ¢ given by £(z + ker ¢) = ¢(z). Then we check that
this is also a module homomorphism, that is, for every r € R and every m € M we
have

£(r(z + ker ¢)) ? &(rx + ker @) ? o(rx) ? ré(z) ? r(&(r + ker ¢)).
definition of multiplica- definition of £ | | ¢ is an R-||definition of £

tion on M / ker ¢ module homo-
morphism

O

Remark 2.2.10 (Universal property of the quotient). Let M C N be an R-submodule.
The quotient module N/M satisfies the following universal property: for every R-
module @ specifying a homomorphism of R-modules ¢: N/M — @Q is equivalent to
giving a homomorphism ¢: N — @ such that ¢, = 0.

Proposition 2.2.11. ¢ : M — N a homomorphism of R-modules, and K <p N,
then
o' (K):={meM]|¢m)eK}

s also an R-submodule. In the same setup, if L <p M, then

o(L):={ o) 1L}
1$ also an R-submodule. Similarly, if K, L <gp M, then KNL <p M.

Proof. Homework, similar to Proposition 2.2.6. 0

Proposition 2.2.12. N C M a sub R-module, then there is a bijective correspon-
dence
{N<rH<pM }+<{L|L<gM/N}

Proof. Consider the natural homomorphism ¢ : M — M/N given by m — m + N.
Proposition 2.2.11 gives the < direction. For the other direction, for H we associate
¢(H). Homework is to check that this is bijective. O

Proposition 2.2.13 (Second isomorphism theorem). Let H and N be submodules
of M. Then H+N /Ny =~ H /A N.

Proof. Consider the composition of the natural homomorphisms H — H + N —
(H + N)/N. The kernel is H N N, and image is surjective, since [h 4+ n] = [h] in
(H+ N)/N for every h € H and n € N. O

Proposition 2.2.14 (Third isomorphism theorem). If L C N are submodules of M.

Then M/N = M/L/ N/L, such that the isomorphism sends m + N to (m+ L) +
N/L-

Proof. Denote by & the composition M — M/L — M/L/N/L. By definition

& is surjective and keré = N. Use then the first isomorphism theorem, that is,
Proposition 2.2.9. ]
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Part of the material that generalizes linear algebra material by pattern substitution

Definition 2.2.15. Given a family of R-modules {M;};c, we define the direct prod-
uct

HMz' :={ (mi)ier | ms € M; }
icl

and the direct sum

@Mi o= { (m;)ier ‘ m; € M;, m; = 0 for all but finitely many indices i € 1 },
el
both with the obvious coordinatewise operations. We also define the natural homo-
morphisms

pri:]ilﬂdé—%<wﬂ L 2 M; — €£)Adé
i€l el
by
pr; ((ml)zg) = m;, and ti(m) = (0,...,0, 7%1, 0,...,0)

i-th

Remark 2.2.16. If T is a finite set, then the inclusion @, ; M; C [[,c; M; is an
equality.

Proposition 2.2.17 (Universal properties of products and direct sums). Let {M;}ier
be a family of R-modules. The product [[;c; M; and the direct sum @,;c; M; satisfy
the following universal properties:

o giwen an R-module QQ and a collection ¢; : Q — M; of R-module homomor-
phisms for every i € I, there exists a unique homomorphism ¢ : Q — [[,c; M;
such that for every i € I we have pr;op = ¢;.

o giwen an R-module Q and a collection & : M; — Q of R-module homomorphisms
for every i € I, there exists a unique homomorphism & : .. M; — Q such
that for every i € I we have £ o1; = &;.

i€l
Proof. The map ¢ and & are defined by
¢(q) = (¢i(q))izo and §<(mi)z‘el) = Z &i(my).
1€1,m;#0

It follows by their definition that ¢ and & are R-module homomorphims and they
satisfy the above universal properties. O

Lemma 2.2.18. If m € M is an element of an R-module, then there is a unique
R-module homomorphism ¢, : R — M such that ¢ (1) = m.

Proof. If ¢, exists, then for any r € R we have

Im(r) =rédm(l) = rm,
()T ()T

‘ point (1) of Definition 2.2.2 ‘ by assumption

which says that ¢,, is uniquely determined.

13
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Define ¢y, by ¢m(r) = rm for every r € R. We have to verify that it is

an R-module homomorphism. That is, it is additive because for every r,s € R we
have
Om(r+38)=(r+s)m T rm 4 SMdpy (1) + dm(s),

\ point (2|(1)) of Definition 2.2.1 \

and additionally it is compatible with scalar product, because for every r,s € R we
have

rom(s) =r(sm) = (rs)m = ¢p,(rs).

\ point (2[(iii)) of Definition 2.2.1 ‘

O]

Example 2.2.19. If mq,...,mgq € M are finitely many elements, then by applying
point Proposition 2.2.17 of Proposition 2.2.17 to R®¢, as well as Lemma 2.2.18 to
each m; we obtain a unique homomorphism ¢ : R®? — M such that

r

¢((T1,...,Td)) = Zrimi e M

i=1
In particular, im ¢ is the submodule of M generated by mq, ..., mq.

Definition 2.2.20. An R-module M is free if M = @;crR for some index set I. A
subset of M is a basis if it corresponds via an isomorphism as above to the elements

e; =(0,...,0,1,0,...,0) € @R.
T el
i-th
The rank of a free module is defined by the cardinality of I involved in the above

isomorphis. It was shown in “Anneaux et corps” that this is independent of the
choice of the basis.

Proposition 2.2.21 (Universal property of free modules). Let M be an R-module.
The following are equivalent:

(1) M 1is free with basis {m;}icr;

(2) There exists a generator set (m;)ic;r of M such that for every finite subset

{i1,...,it} C I of distinct indices and for every ri,...,ry € R we have
t
ermz]:() > ’r'l:.--ZTt:O (221&)
j=1

Proof. | (1) = (2):| Via the isomorphism M = @, ; R, we may assume that M =

Gaiel R, and m; = e;. Then we have Z;Zl Tj€i; 18 the vector where we have zeros
everywhere except in the i;-th position, where we have an r;. As i; are different
indices, we obtain directly that this sum is zero if and only if all the r; are zero.

(2) = (1):| The universal property of direct sum gives a unique R-module homo-
morpism ¢ : @, ; R — M such that ¢ o 1;(1) = m;. We have:
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o ¢ is surjective as (m;);er is assumed to be a generator, and

o ¢ is injective, because this is exactly what is stated by f (2.21.a).

O]

Example 2.2.22. (1) If M is an R module and ¢ : S — R is a homomorphism of

rings, then M is also an S-module with multiplication s-m = ¢(s) - m for every
se€Sand me M.

[Exercise: verify this claim.]

We distinguish between the two module structures by writing M and ¢M.
For example M = k[x] is a free R = k[z]-module with one generator, so it has
“dimension” 1. Here we do not specify what “dimension” 1 means but it can
be made precise. Please take it just as an intuitive property that should hold
for a free module with a single generator. On the other hand the embedding
S =k — k[z] = R exhibits M as an S-module, that is, as a k-vector space.
However over with this module structure M becomes infinite dimensional.

Sometimes we can reverse the above process so given a surjective ring homomor-
phism ¢ : S — R and an S-module ¢M, one can endow M with an R-module
structure by setting r - m = s - m for any s € ¢$~'(r). The sufficient and nec-
essary condition for this definition to work is that ker ¢ C Ann M, where the
annihilator Ann M is defined in the exercise sheet.

[Exercise: show this claim]

For example, if M = k[z] is the free S = k[z]-module of “dimension” 1, then

M/sz is a k[@“]/(f?)—module automatically for any 0 # f € k[z]. Addition-
ally if f is not invertible, then M/fQM is not an k[x]/(f)—module.

[Exercise: show this claim]

15

End of 1.
class, on
21.09.2023.




16 CHAPTER 2. DEFINITIONS AND FIRST PROPERTIES OF RINGS AND MODULES



Chapter 3

Chain conditions

3.1 Basics

Material very similar of what we learned in “Anneaux et corps”

Definition 3.1.1. Let R be a ring. A module M over a ring R is Noetherian if it
does not have infinite strictly increasing chains of submodules. i.e., there does not
exist { M; <gp M ‘ 1 €N } such that

MM G- CM; S M1 & ...

A ring R is Noetherian if it is Noetherian as a module over itself.
A module M over aring R is Artinian if it does not have infinite strictly decreasing
chains of submodules. i.e., there does not exist { M, <p M } 1€N } such that

MM 2 - 2M; 2 M1 2 ...

A ring R is Artinian if it is Artinian as a module over itself.

Note that by definition, a ring R being (left) Noetherian is the same statement as the
module M = R being Noetherian. Recall also that we denote pR usually by just simply R,
in which case one has to realize from the context that R is thought of as a module rather than
a ring. For example, if we say M = R, then R must be thought of as a modules, as so does M.
(we fixed M to be always a module in Notation 2.2.3).

Example 3.1.2.
(1) A finite abelian group M is both Noetherian and Artinian R = Z-modules.
(2) If M = R is a fields, then it is both Noetherian and Artinian.
(3) M = R =7 is Noetherian but not Artinian. Noetherian because if
LCLcCclz3C...

is an increasing chain of ideals, then the ideal | J,~ I; is principal, hence generated by an
element n € Z. Then there exists 7 > 1 such that n € I;, then I; = I; for all j > i. Not
Artinian because the sequence

2)202)2@2)20292...

is an infinite strictly decreasing sequence of submodules.

17
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(4)
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M = R = k[z] is Noetherian as we have learned in “Anneaux et corps”, but it is not
Artinian by a similar chain as in the previous example:

() 2 (2*) 2 (%) 2 ...

Over R = k[z], on the other hands there are plenty of Artinian modules. For example
M=R / Rz2 Artinian as it has finitely many submodules. Indeed, by Proposition 2.2.12
its submodules correspond to the submodules of R containing Rxz?. This are the same as
ideals of R containing z2. As R is a PID such ideal is of the form (f). Furthermore, such
an ideal contains 22 if and only if f|22. So, up to multiplication by a unit, there are three
such f’s: 1, x, or 2. That is, M has three submodules.

M = R = k[z1,22,...] = U;>1 k[z1,..., 2] (k is any field) is not Noetherian nor Ar-
tinian. Indeed (z1) € (x1,22) C ... is an infinite increasing sequence of ideals (and hence
submodules), and (z1) € (z3) € ... is an infinite strictly decreasing sequence of ideals.

M = Q is a not Noetherian and not Artinian R = Z-module as shown by the collection
submodules Q - p™ C for a fixed prime p € Z and arbitrary n € Z. Indeed, this collection
of submodules contains an infinitely increasing and also an infinitely decreasing chain of
submodules.

The R = Z-module M = {z € Q/Z : 3n > 0,p"x = 0} for a fixed prime p € Z is Artinian
but not Noetherian. Below we explain this, but first note that the preimage in Q of M
via the quotient homomorphism Q — Q / 7, 18

{yEQ‘EInEN:p"yEZ}:{ ;EQ’ (a,p) =1, neN}

Second, note that all submodules of M are cyclic of the form Z - [p%] for some m > 0.
This is because if [ﬁ] belongs to a submodule M’ C M with p { a, then there exist

a, 3 € Z such that 1 = aa + Bp”, and hence [p%} = [%} ez [z%} So, there are three

types of submodules of M:

o M itself,
o finite cyclic submodules,

o the zero module

In particular, any decreasing sequence is either constant or it has one term which is
finite, and hence contains only finitely many further submodules. Moreover, the sequence
< % >C< 1% >C< =5 > ... is infinite strictly increasing, as

1
p
]
— | €
pn

where the right-most condition is false whenever n > 1, as pt 1 — ap.
Exercise: is Q/Z an Artinian Z-module?

1 1 1-—
Z-[n_l]@ﬂaezzn— © cZesacl : ap
p

P pn—l pn €z
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Material very similar of what we learned in “Anneaux et corps”

Lemma 3.1.3. If M is a Noetherian (resp. Artinian) module then so are all its
factor and submodules modules.

Proof. Let M be Noetherian, and N a submodule. For the quotient module case, we
use the correspondence theorem, that is, if

My C My C My Q...
is an infinitely increasing chain of submodules of M /N, then so is
¢ (M) ST (M) G-

where ¢ : M — M/N is the usual homomorphism. However, the latter cannot exist
by the Noetherian assumption on M. The Artinian case for quotients is shown the
same way, only replacing increasing by decreasing.
For the submodule case we just note that all submodules of N are also submodules
of M, so every increasing (resp. decreasing case) chain of submodules of N is also a
similar chain in M.
O

In fact, the converse of Lemma 3.1.3 also holds. For this we first need the following lemma:

Lemma 3.1.4. If N C M is a submodule of a module over R, and K C L C M are two
submodules such that KN N = LN N and ¢(K) = ¢(L), where ¢ : M — M/ is the quotient
map, then K = L.

Proof. Assume the contrary, and take m € L\ K. As ¢(m) € ¢(L) = ¢(K), there is an z € K
such that ¢(z) = ¢p(m). As ¢(x —m) = ¢(x) —p(m) = 0, we have x —m € ker ¢ = N. However,
x —m is also contained in L. Hence, x —m € LN N = KN L. Therefore m =z —(x—m) € K,
which is a contradiction. O

Remark 3.1.5. Lemma 3.1.4 fails already for 2 dimensional vector spaces over a field k # Fa if
we do not assume that K C L. For example: M = k*> N =Fk-(1,0), K =k-(1,1), L-(1,x),
where z € £\ {0,1}.

Proposition 3.1.6. If N C M is a submodule of a module over R such that both N and M/N
are Noetherian (resp. Artinian), then M is also Noetherian (resp. Artinian).

Proof. We show the Noetherian statement only, as the proof of the Artinian one is literally the
same by just inverting the containments. Let

M C My, C...

be an ascending chain, and let ¢ : M — M / N be the quotient homomorphism. As N and
M / N are Noetherian, the ascending chains formed out of N N M; and by ¢(M;) stabilize for
i > 0. However, then Lemma 3.1.4 shows that M, stabilizes too. O

Corollary 3.1.7. M finitely generated module over a Noetherian (resp. Artinian) ring R, then
M is Noetherian (resp. Artinian).

Proof. Again, we show the proof only in the Noetherian case, as it is similar in the Artinian
case. As M is finitely generated, M = Zgzl Rm;. We show the statement by induction on
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d. For d =1, M is the quotient of R, and hence it is Noetherian by Lemma 3.1.3. Hence, we
are left to show the induction statement. That is we assume that d > 1 and that we know the
statement for d replaced by d — 1. Set then N := Z?;ll Rm;, in which case M / N is generated
by [mg]. Hence, by the induction hypothesis both N and M / N are Noetherian. Then, it
follows that M is Noetherian by Proposition 3.1.6. O

Example 3.1.8. Consider R := k[e] = klz] / (22). Ideals of R correspond to ideals of k[z]

containing (22), via Proposition 2.2.12. As k[z] is a PID these are ideals of the form (f) such
that f|z2. Hence f = (1), f = (x) or f = (2?). This shows that R is both Artinian and
Noetherian. Hence, finitely generated modules over R are both Artinian and Noetherian.

Example 3.1.2 shows that having an infinitely generated submodule ((z1, z2,...) for exam-
ple in point (6)) is an obstruction to being Noetherian. Indeed, in this case we can construct
an infinitely ascending chain of submodules out of the infinitely many generators. What if all
submodules are finitely generated?

Material very similar of what we learned in “Anneaux et corps”

Proposition 3.1.9. Let M be an R-module. Then, M is Noetherian if and only if
all its submodules are finitely generated.

Proof. If M Noetherian, then all its submodules are Noetherian: if N <gp M,
then an increasing chain of submodules of IV is also an increasing chain of submodules
of M, and hence it stabilizes.

So, it suffices to show that if M is Noetherian then M is finitely generated.
Assume, by contradiction, that M is Noetherian but not finitely generated. Since M
is not finitely generated, we can choose elements m; € M, and m; € M \ Z;_:ll Rm;
for all 4 > 2. Then M; := 23:1 Rmy; is a strictly increasing chain of submodules.
This contradicts the fact that M is Noetherian (note that we used the axiom of
choice!).

Assume that there is an infinite strictly ascending chain:
MiCMyCMGC....

Then N := (J;»; M; is a submodule of M (may check this in words). Hence, by

assumption, N is generated by finitely many elements myq,...,ms. However, then
there is a finite index, say 7, such that mq,...,ms € M,. But then M; = N for every
r < 1, which contradicts the assumption on our chosen chain. ]

3.2 JORDAN-HOLDER THEOREM

Definition 3.2.1. A simple module over a ring R is a non-zero module M such that for every
submodule N C M we have N =0 or N = M.
Definition 3.2.2. Let M be an R-module. A composition series is a finite chain of submodules

0=MyCM S CM_1CM=M

Such that for each 1 < i < t, the submodule M;_; is maximal among the proper submodules
of M; (such submodules we call maximal from now).

Remark 3.2.3. In Definition 3.2.2, the condition that M; 1 is maximal in M; is equivalent to
any of the following conditions:
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(1) Mi/Ml-,l is a simple module, by Proposition 2.2.12,
(2) M; is minimal among the modules that contain M;_; but that are not equal to M;_;.

Remark 3.2.4. Let M be an R-module which is both Noetherian and Artinian, then it has a
composition series. Indeed, one can start by taking maximal submodules iteratedly starting
with M. The maximal submodules exist by Noetherianity and the process terminates by
Artinianity.

In fact, the same argument, shows that each chain of submodules in this case can be refined
to a composition series.

To give an explicit example, take the R = k[z]-modules, M = k|z] / (z2)- This is both
Aritinian and Noetherian, as it has finitely many submodules by point (5) of Example 3.1.2.
Hence it admits a composition series as well. More explicitly

0) ¢ ()M & M

is a composition series (see exercise 1 for the definition of M, where I C R is an ideal), as we
have the R-module isomorphisms

@M = M ()01 = Hlel /@)

Lemma 3.2.5. If N # L are two mazimal submodules of M, then NNL is a mazimal submodule
in both N and L.

M/N=L/NAp  and M/p=N/NnAL. (2.5.a)

Proof. As N and L are maximal submodules, M / N and M / L are simple modules. Hence, if
we prove (2.5.a), we would have that L / NnLand NV / N N L would also be simple, and then
the maximality of N N L in both N and L would follow.

Hence, we are left to show (2.5.a). Note first that as N # L, the submodule N + L of M
is strictly bigger than both N and L. As N and L are maximal submodules, it follows that
N + L = M. Using then the isomorphism theorem (2.2.13), it follows that

and

This concludes our proof. O

Lemma 3.2.6. Let L C K C M 2 N be submodules of a module M over a ring R. Assume
that N is mazximal in M and that L is mazximal in K. Then KﬂN/L N N is either 0 or
stmple.

Proof.

KNN/pan=KNON/[(KnN) = (KON)+L/L<_> K/r,
T T T

‘ simple by assumption ‘

KDL ‘ Proposition 2.2.13 ‘

Theorem 3.2.7. JORDAN-HOLDER THEOREM: If

0:M0§M1§"'§Mr71§Mr=M (27b)
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and
OZNogng'--gstlgNs:M (270)

are two composition series, then r = s and the collection of quotients
( Mica/pg | i=1,...1) and ( Ni-i/n, | i=1,...5)
for the two chain agrees up to permutation and isomorphism.

Proof. We show the statement by induction on r. If r = 0, then M = 0 and there is nothing
to prove. So, assume that » > 0 and we know the statement for r replaced by r — 1. If
M,_1 = Ns_1, then we are ready by applying the induction hypothesis to M, _1.

So, we may assume that M,_1 # N;_1. Take now a composition series

0=LoCI C-CL1CL=M_NNs;. (2.7.d)

One can see that such series exists by applying Lemma 3.2.6 to M;—1 C M; C M 2 Ny_;.

Appending M, _1 to the end of the composition series (2.7.d) and taking away M from the
series (2.7.b), we obtain two composition series of M,_;. By our induction hypothesis, applied
to M,_1, we see that t = r — 2, and that the following collection of quotients agree up to
permutation and isomorphisms:

( Mi—i/pg | i=1,...r—1) and (Li/pgseo s br2/p, o, Mei /0 AN, )-
(2.7.e)
Applying now the induction to the series obtained by appending N, to (2.7.d), and to the series
by removing M from the series (2.7.c). we obtain that s = r, and that the following collection
of quotients agree up to permutation and isomorphisms:

( Nici/n, | i=1,...r—1) and (L1/ngs. s Lr—2/p, oy Ne1 /M AN, )-

(2.7.1f)
Putting (2.7.¢), (2.7.f) and Lemma 3.2.5 together concludes then that the quotients of the M,
and the N, chain are isomorphic up to permutation. O

Definition 3.2.8. Let R be a ring. Over R, if M is a module that has a composition series,
then we define the length lengthp M of M by the integer n for which M has a composition
series 0 = My C ... M,, = M. By Theorem 3.2.7 this number is uniquely determined.

Example 3.2.9. Set R := kle] and M := R%* which is both Artinian and Noetherian. Then,
a composition series can be obtained by

0CR-(6,0,...,00 CR®0°¢") C Rp R(e,0,...,0) C--- C ROV g R.c C RP®

SN—— SN——
T T
’ s — 1 coordinates ‘ ‘ s — 2 coordinates ‘

The quotients of successive terms in this composition series are all isomorphic to the R-module
N:=R / (¢)- Hence, the same holds for all composition series, and lengthp M = 2s.

3.3 HILBERT’S BASIS THEOREM

The reason why it is hard to give examples of non-Noetherian rings is the following famous
theorem saying intuitively that by finitely generated techniques one cannot produce a non-
Noetherian ring.

Theorem 3.3.1. HILBERT’S BASIS THEOREM: If R is a commutative Noetherian rings, then
so is R[x].
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Proof. Let I C R[x] and ideal.
We need to show: [ is finitely generated.
Let us define

n
Iinit::{aeR'Elnzo, ag,...,an € R, ZaixiEI, an:a}.
=0

Claim. Iy s an ideal in R.

Proof. If p(z) = Y"1 ja;z € I and g(z) = Z:io alxt € I, and n > n/, then p(z) —

x”*"/q(x) € I and has initial coefficient a,,—a,,. Moreover, for every r € R, rp(x) € I

and has initial coefficient ra,,. This shows that I, satisfies both the additive and
the multiplicative criterion of being an ideal, and hence concludes our claim. O

By the Noetherianity assumption on R, [ini is finitely generated, say by b1, ..., bs. For each
i choose p;(x) € I with initial term b;. By multiplying with some power of x we may further
assume that for each i, degp;(z) = N for some fixed integer N. Consider now

Ji={ f(x)el| degf(z) <N } C{ f(z) € Rlz] | deg f(z) <N }.

The R-module on the right is finitely generated (generated by 1, z, 22, ..., 2V 1), hence Noethe-
rian by Corollary 3.1.7, hence J is also a finitely generated R-module. Choose generators

q(z),...,q(z) of J.

Claim. I = (p1(2), .., ps(@), q1(@), .. 4r(a)).
Proof. Take f(x) € I. We prove by induction on deg f(z) that

f(x) € (pi(x),...,ps(x), q1(x), ... qr(x)).

This follows by definition of ¢;(x) if deg f(x) < N. For the induction step, assume
that deg f(x) > N and that we know the statement for degrees smaller than deg f(z).
Let b be the initial coefficient of f(z). Then there are ¢; € R, such that b= >_7_, ¢;b;
and hence >°7_; ¢;z9°8/~Np;(z) has the same initial coefficient as f(x). Therefore

9(@) = f(@) = 3 e Npi(a) € I
=i

and furthermore deg g(z) < deg f(z). Hence, by induction we may write

s

g9(x) = Z a; (2)pi(z) + Z bi(x)qi(x)
i=1 i=1
for some a;(x),b;(x) € R[x]. However, then

S

@) =Y (e Nt ai(@) ) ple) + Y bie)aile).
i=1

=1

End of 2.
class, on
25.09.2023.
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O]

Recall that if R C S is an inclusion of commutative rings, we say that S is a finitely
generated R algebra if there exists elements s1,...,s, € S such that

S = R[s1,...,Sn] ::{f(sl,...,sn) | f € Rlxy,. ..,z },

where f(s1,...,s,) denotes the evaluation of the polynomial f by substituting the s; to the
variables.
The following corollary is an immediate consequence of Hilbert’s basis theorem.

Corollary 3.3.2. Let R be a Noetherian ring.
(1) For any n € N, R[x1,...,xy,)] is Noetherian.

(2) If R C S is a finitely generated commutative R-algebra, then S is Noetherian.



Chapter 4

The fundamental theorem of finitely
generated modules over a PID

4.1 INITIAL CONSIDERATIONS

Let M be a finitely generated module over a left Noetherian ring R.
Question 4.1.1. Can we classify M as above?

Since M is finitely generated, there is a surjection € : R?® — M of R-modules (the one
given in Example 2.2.19). By Corollary 3.1.7, R%® is a Noetherian R-module. Hence by
Proposition 3.1.9, ker e is a finitely generated R-module. Hence, there is another surjection of
R-modules n : R%' — kere C R%*, which can be written as a slight abuse of notation as the
following exact sequence:

R¥ 1L R® € M 0 (1.1.a)
This is called a presentation of M.

Example 4.1.2. Let M be the ideal (x,y) C k[z,y] =: R. Then we have

R®R—= M

(ri,m9) ——=riz + 12y
How can we then describe ker €? We have
(ri,me) €kere < riz+roy =0 < riz = —ray
Using that R is a UFD, we have that z|re and y|ri, hence we may write 1, = yd; and ro = xds,
for which the previous equation becomes diyr = —daxy. Hence, using that R is a domain we
obtain that di = —dy. Hence
(Tl,TQ) € ker € < (7"1,7’2) = dl(y7 _:I")
Therefore, a presentation is of M is given by

n

R R®R— M .

r——sr(y,,—x)
So, here we have t =1 and s = 2.

25
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Going back to the general context, let us assume that we have a presentation as in (1.1.a)
of a module M over a ring R. The first important thing to notice is that M is determined up
to isomorphism uniquely by kere. Indeed, M = R®*/kere. However, since kere = imn, it is
also determined by im 7, and then also by the map 7 itself.

Another important thing to note is that if we take a ¢ € Autgr(R®) and ¢ € Autr(R®*),
then & on o ¢ and 71 determine isomorphic modules. Indeed,

R%*/im(§ on o ¢) % R%*/im(n o ¢) = R®"/im(n),

where we used that both £ and ¢ are isomorphisms. In particular, if we want to understand
M up to isomorphism, then it is enough to understand n up to pre- and post-composing by ¢
and &.:

To classify finitely generated modules over R it is enough to classify R-module homo-
morphisms 7 : R®" — R®S up to pre- and post-composition by ¢ € Autr(R®!) and
¢ € Autg(R®%).

The above translation of the classification problem of finite generated modules over R is
particularly useful, as all the R-module homomorphisms and all their compositions in this
translation can be understood as matrices and as matrix multiplications. In the remainder of
Section 4.1 we explain this.

There is a bijection

Homp (R¥, R%%) |+— ‘ {s x t matrices with coefficients in R} ‘ (1.2.b)

given exactly as in the case of finite dimensional vector spaces over a field k. That is, if e; € R!
denotes the i-th standard basis vector, and if a; denotes the i-th coordinate of any a € R?,
then (1.2.b) in the rightwards direction is given by

o0 ((96e),)

=1

and in the leftwards direction

t t t
st
(al, .. ,a,t) —> E r15a5, E 2505, ..., E Tsjaj < (Tij)izl,jzl'

There are two important features of the correspondence that we have just constructed.

Proposition 4.1.3. (1) In the correspondence (1.2.b), composition on the left side corre-
sponds to matriz multiplication on the right side.

(2) Under this correspondence, when s = t, automorphisms of R® correspond to s x s matrices
whose determinant is a unit in R.

Proof. (1) This works the same as over fields. So, for example in the rightwards direction if
¢ € Homp (R%", R®") and ¢ € Hompg (R®', R%), then we have

s,T
dotm ((6o0e),),

where is exactly equal to the usual sum in the definition of matrix multiplication by the

following computation:

((¢o8)(ey), = (#(e(e)), = (¢(Z ((aej))l)el)) =2 (66, (9le),
l i l
‘ as ¢ is a module homomorphism, it is additive and commutes with multiplication by ring elements ‘
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We leave the other direction to the reader (again it works just like over fields, and it is
quite straightforward, it is basically just about reading the last displayed equation in the
backwards direction).

(2) We claim that a matrix is invertible if and only if its determinant is an invertible element of
R. In backwards direction this is shown by the fact that the determinant is multiplicative,
or with other words the determinant gives a multiplicative semi-group homomorphism
Mat(s x s, R) — R (again, whatever proof you have seen over fields, over rings it works
the same way). In the forward direction this is shown by Cramer’s formula giving an
inverse when the determinant is invertible.

d

According to Proposition 4.1.3, the above translation of the classification problem in terms

of matrices this translates to understanding s x ¢t matrices up to multiplication on both sides
by invertible matrices. To summarize, we obtained that:

To classify finitely generated modules over R it is enough to classify s x ¢t matrices up to

‘ number of rows ‘ ‘ number of columns

multiplication by invertible matrices on both sides.

4.2 SMITH’S NORMAL FORM

CFor the remainder of Chapter 4, we assume that R is a PID. )

Part of the material that generalizes linear algebra material by pattern substitution

Recall PID’s are UFD’s, and in particular irreducibles are the same as primes in R,
and greatest commond divisors in R can be defined as explained in Proposition 4.2.1.

Proposition 4.2.1. For a,b € R, define c to be a generator of the ideal (a,b) (which
exists by the PID assumption, and it is the greatest common divisor ged(a,b) of a
and b, as defined in Def. 2.7.2 of the “Anneaux et corps” notes). Then, we may
write aoc + bt = ¢, a = ac and b = B¢ for some o, B, 7,0 € R. Then, the matrix

o T
(5 2)
Proof. ac 4+ 1 =1, so the determinant is invertible and the inverse is given simply
by
o —T
G 7).

Smith’s normal form is the algorithm of reducing an arbitrary s x t matrix over R
to the diagonal form by repeatedly multiplying by invertible matrices on both sides.
Hence, let R = (r;;) be an s x t matrix. We will show that R is equivalent to a

1s tnvertible.

O]
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diagonal matrix of the form

fi 0 0 0
0 f2 0 0 Os—r,r
0 0 -0 )
0o 0 0 f
Or,t—r Os—r,t—r

where 0, , indicates the 0 matrix of size m x n. Our proof will be by induction on
(t,s), the dimensions of the matrix, considered with the lexicographic order. The
case of a 1 x 1 matrix is trivially true.

To begin with, we are free to swap columns (resp. rows) of R, as that corresponds
to multiplying on the right (resp. on the left) by an invertible ¢ x ¢ matrix. Hence,
we may assume that r1; # 0.

So, choose the largest [ such that our matrix has the form

(dy 0 ... 0 0o ... 0
0 dy ... 0 0o ... 0
0 0 ... dqoy 0 ... 0 (2.1.a)
0 0 0 m Tl

_0 0 0 Tsl Tst

By multiplying with the adequate matrices we may swap both columns and rows. In
particular, we may assume that r;; # 0. Then by multiplying either on the left by a
block matrix whose [ — j submatrix is of the form as the matrix of Proposition 4.2.1,
and the rest is the identity matrix, or by multiplying the transpose of such a matrix,
we may replace ry by the generator of (ry,rj;) or of (ry,r;) (for some j > ). If
ry does not divide 7j (resp. ry;) this way the ideal (r;) becomes strictly larger.
As a PID is Noetherian, this process has to terminate. Then by multiplying with
matrices that have an —rj /ry (resp. —T; /) entry at an adequate place and they
are the identity everywhere else, we may subtract rj /ry; times (resp. r;;/ry times)
the I-th row (resp. column) to obtain 0 in the I-th row/column everywhere outside
the diagonal. Then we may increase the value of [ and we have proven by induction
the following result.

Theorem 4.2.2. Let R be a PID. Then for any s x t matriz M with coefficients
i R, there exist an invertible t X t matrix A, an invertible s X s matriz B, and
fi,..., fr € R such that

f1 0 0 0
0 fo 0 0| 0y
BMA = 0 0 0
0 0 0 f
O s Os—rt—r
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4.3 STATEMENT OF THE FUNDAMENTAL THEOREM

Theorem 4.3.1 (Fundamental theorem ver. 1.0). Suppose that R is a PID and M is a finitely
generated module over R. Then

M= R/Ry, (3.1.a)
i=1

for some f; € R.

Proof. By the considerations of Section 4.1, M has a presentation R®* — RP* given by a matrix

(nj)f’:tl’ j—1- Also by considerations of Section 4.1, the Smith normal form of this matrix presents
the same module up to an isomorphism. Hence, we may assume that r;; is diagonal. However,
having diagonal presentation with elements fi, ..., fimin{rs) € R in the diagonal corresponds to
an isomorphism
min{r,s}
we ('@ Bng,) o mmies,
1
i=1
If s # min{r, s}, take fuinfrsy+1 == fs =0. O

Review of material learned in another course

Since R is a PID in the above theorem, it is also a unique factorization domain.
Therefore we may write the prime decomposition

.

l. .

fi= Hpjw
j=1

where pq,...,p, is a finite collection of primes, and [; ; > 0 are integers.
We note that the greatest common divisor of f; and f;, denoted by ged(f;, fir),

can be defined both as

min{l; ;1 ;}

J b

j=1

and as a generator of the ideal (f;, f#) (in any case, ged(fi, fi) is defined only up to
multiplication by a unit). We say, f; and f; are coprime, if ged(f;, fir) = 1.

Lemma 4.3.2 (Chinese remainder theorem for UFD’s). If¢; € R (i=1,...,s) are
finitely many pairwise coprime elements in a UFD then

s

R/, 4) =D /(a0)

i=1
and additionally this isomorphism is an isomorphism of R-modules.

Proof. Consider the natural homomorphism

¢:R— P E/(g)
=1

The kernel is (_, (¢;), which is equal to ([];_; ¢;) by the coprimality assumption. We
need: ¢ is surjective. Since ged(g;, q;) = 1, there are a,b € R, such that ag; +bg; = 1.
Then 7;; := ag; is an element of R is such that it is 0 mod ¢; and 1 mod g¢;. Then
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for fixed j, H#j ri; is such that it is 1 mod ¢; and 0 mod g; for every ¢ # j. This
shows that ¢ is surjective.

To see that ¢ is also an isomorphism of R-modules, as it is bijective, we only have
to check that ¢ is an R-module homomorphism. This follows diretly from the fact
that so is the quotient homomorphism R — 1 / (q:)- O

Now getting back to understanding / (f;) by the prime decomposition f; = I pilj] , We see

that
~ lij
Bl =117/ (n)
J
Therefore, we can modify our main theorem.

Theorem 4.3.3 (Fundamental theorem ver. 2.0). Suppose that R is a PID and M is a finitely
generated module over R. Then we have an isomorphism

s,r

M=prtme | P (R/(pé))aami’l

i=1,l=1
for some integers mo,s,r > 0, m; ; > 0 and different primes p; € R.
Question 4.3.4. Is this unique?
Answer 4.3.5. Yes, up to obvious reordering. See what follows.
Definition 4.3.6. A module M over R is torsion, if
AmM)={reR|YmeM: rm=0}#0.

An element m € M is called torsion if

Anmn(m)={reR|rm=0}#0.
A module (resp. element) is called r-torsion (where r € R), if r € Ann(M) (resp. r € Ann(m)).

Lemma 4.3.7. If R is a commutative domain (resp. r € R), torsion (resp. r-torsion) elements
form a submodule Tors(M) (resp. Tors,(M)).

Proof. Let us prove the statement for r-torsion elements, and we leave the case of arbitrary
torsion to the reader. For that, take m,n € Tors,(M) and s € R. Then,

r(m+n)=rm+rn=0 = m+n € Tors, (M)

and
rsm=srm=s-0=0 = sm € Tors,(M)

‘ R is commutative ‘

O
Theorem 4.3.8 (Fundamental theorem ver. 3.0). Suppose that R is a PID and M is a finitely
generated module over R. Then

s,r

mrme | @ (Rph)

i=1,l=1

for some integers mo,s,r > 0, m; ; > 0 and different primes p; € R, which are unique up to
reordering the indices i, if we assume that p; 1 p; for all i # j, and that we cannot decrease s
and r
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Proof. We just have to count each type of factors.

‘FREE FACTORS. ‘ Then R®™o = M / Tors(M), so the isomorphism class of R®™0 is uniquely
determined. Hence my is unique, because the rank of a free module is unique (since an invertible
matrix over a ring has to be a square matrix by the Smith normal form for example.).

FACTORS OF THE FORM R/ (pl) FOR SOME FIXED PRIME p AND INTEGER [ > 0. | First, note

that if ¢ € R is a prime, then

0 if ¢ is not associated to p (i.e., not unit times p)
Tors,; (R/( )) (plfj)/(pl) &~ R/(pj) if ¢ is associated to p and [ > j
R/ (pl) if ¢ is associated to p and [ < j

(3.8.b)

Indeed, for any = € R we have that

[z] € Tors; <R/ ) s ¢z e (pl) e . (3.8.¢)
If gcd(q,p) = 1, then this means that p'|z, and hence [#] = 0. This gives the first case. On
the other hand, if gcd(q, p) # 1, then ¢ is associated to p and hence the divisibility in (3.8.c) is
equivalent to p!~7|x if [ > j, and it gives no constraint if [ < j. This gives the second and the

third cases of (3.8.c)
Having showed (3.8.b),, we obtain

Tors, ) M = ;‘?1 (R/h)) e <R/ (pg))

Note now that for [ < j we have

@Z;;j my

A (B ) =0
e <R/<p3)> (p“)/(pj) =

and

I

Therefore,

mi) = dimR/(p') (pi_l - Tors,; M) — dimR/(p‘) (pi : TOI'Spé+1 M) (3.8.d)

Note that R/ (p;) is a field (it does not contain non-trivial ideals), so this is just counting
dimensions of a vector space. The expression on the right side of (3.8.d) is again uniquely
determined (after fixing p;) by the isomorphism class of M, hence so is m; ;. O

A special case of Theorem 4.3.8 is the well known structure theorem of finitely generated
abelian groups.

Corollary 4.3.9 (Structure theorem for finitely generated abelian groups). If G is a finitely
generated abelian group, then

s,T

c=zeme | @ (Z/@)

i=1,1=1

for some integers mo,s,r > 0, m;; > 0 and different primes p; € Z, which are unique up to
reordering the indices i, if we assume that s and r cannot be decreased.



End of 3.
class, on
02.10.2023.
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4.4 JORDAN NORMAL FORM

What if we apply Theorem 4.3.8 for finitely generated modules over a PID to R = F[x] for
some field F'? The key observation is the following correspondence

. - F-linear transformation ¢ on a
finitely generated torsion mod- 3 i ;
<> | finite dimensional vector space (4.0.a)
ules M over Fx] Iy

The correspondence is given as follows:

Given p(z) = Y ;_jax’ € Flz], the action of p(z) on M is given by > ;_ja;¢" €
Endp(M) C End(M). This is a module structure because for p(z) = >0 ja;z’ € Fla],
q(z) = > ;_gbiz’ € F[z] and for m € M, using the linearity of linear transformations, we have

s

(p(@) + q(@)) - m =3 (s + b)o'(m) = 3 @b (m) + 3 i (m) = p() - m + g(x) - m
1=0 1=0

=0
and
2s 2s 4 '
(@) a(@) - m=>"| 3 aby | m) =D | 3 i (b67(m)
r=0 | i+j=2s r=0 | i+j=2s
1>0,5>0 1>0,5>0

=Y’ [ Y be(m) | =p()- (a(a) - m)
i=0 J=0

Additionally the above definition yields a torsion module, because if ¢(z) is the characteristic
polynomial of ¢, then ¢(z) € Ann(M).

If M is a torsion module, then only the torsion factors can appear in Theorem 4.3.8. So,
to see that M is finite dimensional F-vectorspace, it is enough to see that each torsion factor

is finite dimensional. A general one is isomorphic to ¥ [z] / (p(l’)l) for some prime polynomial

p(z) € F[x]. However, this is finite dimensional over F, of dimension deg p(z)".

After establishing that M is finite dimensional, ¢ can be defined as the linear transformation
such that ¢(y) = z -y for each y € M. The ¢ defined this way is F-linear because in F'[x] the
scalars commute with F', and hence for any A\, € F and a,b € M we have:

¢(/\a+ub):x-()\a+ub)?(m)\)~a+(xu)-b?()\x)~a+(/wc)-b

’ z and scalars commute in F'[z] ‘

T)\.(x.a)+,u-(ac-b):)\¢(a)+u¢(b)

‘ one module axiom ‘

This concludes the construction of the equivalence (4.0.a). Notice also that direct sum
decomposition on the left side corresponds to direct sum decomposition on the right, which after
choosing a basis compatible with the direct sum decomposition becomes a block decomposition
of the associated matrix.

To conclude the Jordan normal form we have to understand the above correspondence
more precisely for the factors given by Theorem 4.3.8. So, let us assume that F' is algebraically
closed, and set M = R/(p') for some prime p € F[z]. Since we are over an algebraically closed
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field p = x — ¢ for some ¢ € F'. Then the linear transformation ¢ associated to M is given by
multiplication by x. Consider the F-vector space basis [1], [z — ], [(z — ¢)?],...,[(x — ¢)""!] of
M. The action of x (and hence also of ¢) on this basis is

v J@—oT ez - ifi<l-1
(@ C)_{ c(z — )t ifi=1-1

So, in this basis the matrix of ¢ is

c 0 0 00

0 ¢ 0 0 0

0 0 ¢ 0 00

Do Do (4.0.b)
000 ... ¢10

000 ... 0c

000 ... 00 ¢

Corollary 4.4.1. Jordan normal form. If F' is an algebraically closed field, then for each linear
transformation there is a basis in which its matriz is a block matrixz with blocks as in (4.0.b).

The great feature of this method is that it also gives normal forms over non closed fields,
which will be discussed in the exercises (see exercises).
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Chapter 5

Homological algebra

5.1 GoAL

The goal of Chapter 5 is to introduce a part of algebra called Homological algebra. Nowa-
days, this is mostly thought of not as a separate field of research, but rather an indispensable
toolbox for all algebra related research areas such as topology, algebraic geometry, group the-
ory, number theory, and for even differential geometry to some degree. The word indispensable
should not be underestimated. All the above fields define and use different types of (co-
Yhomology theories, using homological algebra, without which nowadays these fields would be
unimaginable. Some of these (co-)homology theories are as follows:

o group theory: group-cohomology,
o number theory : Galois-cohomology,

o topology: all different kinds of (co-)homology theories such as singular-, CW- or simplicial
(co-)homologies,

o}

algebraic geometry: sheaf-cohomology, étale-cohomology, etc.,
o differential geometry: De-Rham or Dolbeault-cohomology.

In this section we will learn the basics necessary to later in the followup courses you can learn
the above theories. We will do this by working out one example of the machinery, by defining
and learning the meaning of Ext-modules. The i-th Ext-module answer the question of how
many i-degree extensions of two modules there are. Because the ¢ = 1 case is the really used
one, in this course we learn only what this means for ¢ = 1. For two R-modules M and N, the
R-module Extl(M , N') counts how many short exact sequences there are

0 N L M 0

up to an adequate equivalence relation.

For the entire Chapter 5 we fix a ring R (with identity). All the mentioned modules will
be modules over R.

5.2 THE Homp(_, N) FUNCTOR

The starting point of homological algebra is that the Hompg(_N) functor is not exact. In
particular the Ext-modules that we will define are the error terms which make Homp(_N)
exact in some sense (Theorem 5.5.6). Hence, Section 5.2 is about explaining:

o what it means that Hompg(_, N) is a functor, and that

35
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o what it means that it is left exact but not exact in general.

We do not define what functors are in general. Instead we state only what it means for
Homp(_, N) to be a contravariant functor, where N is a fixed R-module:

(1) For every R-module M,
Homp(M,N) = { ¢o: M — N | ¢ is an R-module homomorphism }

is an R-module. Recall from point (10) of Example 2.2.4 that the module structure is
give by multiplication in the target, that is for every ¢ € Homp(M,N) and r € R we

have (rip) (1) = rip(m).
(2) For every R-module homomorphism o : M — L,
Hompg(a, N) : Hompg(L, N) — Hompg(M, N)
is an R-module homomorphism. It is defined by the formula:

Homp(L,N) 3> ¢ — ¢ oa € Homg(M, N).

(3) For all homomorphisms o : M — L and B : L — K we have
Homp(a, N) o Hompg(5, N) = Hompg(f o a, N).
Indeed, for every ¢ € Homp(K, N) we have

Homp(a, N) o Homg(B, N)(¢) = Hompg(a, N)(¢ 0 f) = ¢ o f o v = Hompg(fB o v, N).

The practical consequence of the above three points is that for every commutative diagram of
R-modules, we may apply Hompg(_, N) to the commutative diagram, by which we mean:

o we replace every module M in the diagram by Hompg(M, N),

o we replace every arrow « in the diagram by Hompg(«, N) by changing the direction of the
arrow too,

The diagram we obtain this way then commutes by point (3) above.
Having explained what it means for Hompg(_, N') to be a functor, we explain in Lemma 5.2.2
what it means for Hompg(_, N) to be left exact, for which we need also a preparatory lemma:

Lemma 5.2.1. Leta: M — L and £ : M — N be two R-module homomorphisms and assume
that « is surjective. Then for any R-module N, we have £ € im Homp(a, N) <= ker £ D ker av.

Proof. First we note that £ € im Hompg(«, N) is equivalent to the existence of an R-module
homomorphism ¢ : L — N such that g o = €.

If ¢ as above exists, then ker { = ker(¢ o ) D ker av.

Let us define ¢ as above by setting ¢(z) = &(y) for all z € L, where y € a~ () is
arbitrary. This is well defined because if 3 € a~!(x) another element, then £(y') = &(y + (v —
Y) =&y +E —y) =€), asy’ —y € kera C kerd.

The map ¢ is a module homomorphism because for z,2’ € L, y € a~!(z), v’ € a~!(2') and
r € R we have

¢z + ') T Ey+y) =Ey) +£) = o(x) + o)

‘ a is an R-module homomorphism, so a(y + ') = z + 2’ ‘
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and
¢(rz) T §(ry) = ré(y) = ro(y)
‘ a is an R-module homomorphism, so a(ry) = rx ‘
Finally, the equality ¢ o a = & follows from the definition of &. O

Lemma 5.2.2. For an R-module N, the functor Hompg(-, N) functor is left exzact, which means
(by definition) that for every short exact sequence of R-modules

0 Lo y-r

K 0 (2.2.a)

the complex pictured in (2.2.b) and obtained by applying Hompg(_, N) to (2.2.a) and deleting
the 0 module at the end is exact:

Hompg(a,N) Hompg(8,N)
-

Hompg(L, N)

Homp(M, N) Homp(K, N)

0 (2.2.b)

Proof. ‘HomR(,B, N) is injective:‘ This is immediate, because if ¢ € Hompg (K, N) # 0 then by
defintion there is a x € K such that ¢(z) # 0. As [ is surjective, there is y € M such that
B(y) = x. However, then

(Homp (8, N)(6)) () S 6w = o) # 0

‘ by the definition of Hompg (3, N) ‘

This means by definition that Hompg (8, N)(¢) # 0.

‘im Homp(8, N) C ker HomR(a,N):‘ This is equivalent to the statement that Hompg(a, N) o
Hompg (B8, N) = 0. However, property (3) above, Hompg(a, N)oHompg (8, N) = Homg(Boa, N),
which is 0 as so is S o a.

‘ im Hompg (8, N) = ker Hompg(a, N )‘ This is shown by the following equivalences:

¢ € ker Homp(a, N) <= ¢oa =0 <= ima C ker ¢ ? ker 8 C ker ¢ T ¢ € imHompg(5, N)

‘ ima = ker 8 as (2.2.a) is exact ‘ Lemma 5.2.1

O]

Remark 5.2.3. Similarly to the above definitions and statements, there is a corresponding
story for Homp (M, _). For example for an R-module homomorphism « : N — L, the map
Hompg(M, ) is defined by

Hompr(M,N)> ¢ +— ao¢ € Homp(M, L).

Then, if 8 : L — K is another R-module homomorphism, then the equality Hompg(M, ) o
Homp(M, ) = Hompg(M, Soa) follows as property (3) above. Note that compared to property
(3), here the orders of @ and § in the composition changed. It will be a homework on the exercise
sheet to show the version of Lemma 5.2.2 for Hompg (M, _).

Example 5.2.4. Finally we show the example showing that Hompg(_, N) is not exact, that is,
we show a short exact sequence, such that Hompg(_, N) applied to it is not exact. Set R := Z,
and consider the following short exact sequence:

0 7 2T 7 =427 Z/QZ ) (240)
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Applying Homy(_, Z) to this exact sequence yields the following exact sequence, where exactness
follows from Lemma 5.2.2:

Homy(Z,7) = Z Homy(Z,7Z) = Z 0 = Homy, (Z/QZ,Z) ~—0

—2x

However, the map on the left is not surjective, as the image is 2Z. With other words (2.4.c)
does not stay exact, when Homgz/(_,Z) is applied to it.

5.3 Ext-MODULES GIVEN BY FREE RESOUTIONS

As we have hinted at the beginning of Section 5.2, the Ext-modules can be thought of as cor-
rection terms for the failure of exactness of Hom(_, N). The main idea is that Hom(_, V) really
becomes exact if we replace our modules on which we apply it with certain chain complexes:

Definition 5.3.1. A sqeuence of R-modules (see Definition 2.2.7) is also called a complex of
R-modules. A chain complex of R-modules is a complex of R-modules

M. . M i1 fn+1 Mn fn Mn_l fn—1

such that for all integers 4 the following equivalent conditions hold:
im fi-{—l C ker fz <~ fz o fi—l—l = 0.

A cochain complez is defined analogously, but the indices are increasing instead of decreasing.
The i-th homology group of a chain complex M, as above is

Hi(M,) = ker fi [y ¢,

The cohomology of a cochain complex is defined analogously and it is denoted by H*(M,).

A chain complex M, is bounded above (resp. bounded below), if M; = 0 for all i > n (resp.
for all ¢ < n) for some integer n. In this case, we usually write at most one 0 term. In the same
spirit, if a (co-)chain complex stops at a given point, we think about the rest of the indices
containing a 0 module.

Remark 5.3.2. Matching Definition 2.2.7 and Definition 5.3.1, we obtain that a complex M, is
exact if and only if H;(M,) =0 for all i € Z.

Remark 5.3.3. Giving an exact sequence

fn+2 fn+1 fn fnfl

M:. .. — My 1 —— M, —— M, 11— ...
is equivalent to giving a collection of short exact sequences
{0 ——=ker f; — M; T ker fi-1 —=0 }iez.

With a picture,

0 0 0 0
ker fr41 ker fn_1
-~ fny2 N fnt1 fn S fn-1 /
Mn+2 Mn+1 Mn Mn—l Mn—2
/ N 7 N 7
ker f, ker f,_o
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Remark 5.3.4. We may apply Hompg(-, V) to chain complexes. This way we obtain a cochain
complex again by property (3) above. The property fiy1 o fi = 0 is preserved, because
Hompg(_, N) is a functor, and because Homp(0, N) = 0, where the 0’s denote the zero ho-
momorphisms.

As we mentioned in the introduction of Section 5.3, the main idea is that Hom(_, N) really
becomes exact if we replace our modules on which we apply it with certain chain complexes.
These chain complexes are called free resolutions:

Definition 5.3.5. A free resolution of an R-module M is a chain complex of free modules as
follows:

F.:... F2 F1 Fo

that becomes exact when attaching an M to it:

F F Fy M 0

For an R-module N, the ¢-th Ext-module of M and N given by the free resolution F, and is
defined by ' '
Exty, (M, N) := Hl(Hom(F.,N))

Remark 5.3.6. Every module is a surjective mage of a free module. Hence, free resolutions

always exist.
b I

ker avo ker o M——-0

Example 5.3.7. Set R :=7Z and M = Z / 97. Then a free resolution is the following exact
chain complex

0 7, 2T 7, T—r+27 7 97— =0
T T /
‘ 1. position ‘ ’ 0. position‘

Dropping the Z / 27, from the beginning, and applying Homz/(-,Z) to this exact sequence yields
the cochain complex

0

Homy(Z,7) 2 Z~——— Homy(Z,2) 2 L~ 0
22
T T

Taking cohomology then yields then

Proposition 5.3.8. Let M be a module over R, and let Fy be a free resolution of M. Then,
Ext% (M, N) = Homg(M, N).

Proof. Consider the first two terms of a free resolution o : F} — Fy of M. This yields two
exact sequences

0 ima ——— F, M

and

0——=kero ——= F; —=ima ——
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Applying Homp(_, N) yields the following commutative diagram, where the row is exact by
Lemma 5.2.2, and Hompg(8, N) is also injective by Lemma 5.2.2:

HOHIR(Fl, N)
Hom  (6,N) Homn(@:N)
Homp(im o, N) Homn() Homp(Fp, N) Homp(M, N) 0
(3.8.a)
Then
Ext% (M, N) = ker Hompg(a, N) = ker Hompg(, N) = Hompg(M, N).
T T T
by definition Hompg (B3, N) is injective ‘the row of (3.8.a) is exact ‘
and (3.8.a) commutes
O

Example 5.3.9. Consider the modification of Example 4.1.2 where one replaces x and y, by
two arbitrary linearly independent linear combinations ax + by and cx + dy of x and y. For
each such choice of linear combinations we obtain following the construction of Example 4.1.2
a free resolution of the R = k[z, y]-module (ax + by, cx + dy) = (z,y), where the last equality is
given by the linear independent assumption. We denote the quotient R-module klz,y] / (z,y)
by simply k. Then, for each choice of a, b, c and d we obtain a different free resolution of k:

0 R R®R R k 0 (3.9.b)
1+—— (cz + dy, —(az + by))
(1,0) ————az + by
(0,1)—————>cx +dy
Additionally, one can add “dummy” summands to further construct different free resolutions:

0—ROR

RO&ROR R k——0 (3.9.¢)
(1,0) —— (cz + dy, —(az + by), 0)

(0,1) —— (0,0, 1)
(1,0,0) ————ax + by
(0,1,0)————>cx +dy
( )

0,0,1) 0

That is, a module (k in the present example) has many different free resolutions with free
modules of different ranks, and with vastly varying maps. Let us compute now the groups
Ext%, (k, R), where F, is the free resolution in (3.9.b). For this first we should apply Hompg(_, R)
to F,:

0 R ROR R 0

cx + dy<—(1,0)
—ax + by <—(0,1)

(ax + by, cx + dy) <—1
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Taking cohomology yields
Ext}, (k, R) = Extp, (k, R) = 0 and Ext%, (k,R) =k

The surprising aspect of the result of our computation is that although we considered different
free resolutions paramterized by a, b, ¢ and d, the obtained Ext-groups are the same. We leave
it as an exercise that in fact the free resolutions of (3.9.c) yield again the same Ext-groups.

5.4 PROJECTIVE MODULES AND RESOLUTIONS

In Example 5.3.9 we have seen that one module can have many free resolutions. On the other
hand, we have also seen in Example 5.3.9 that the Ext-groups for the considered free resolutions
surprisingly are still the same. One might wonder whether the modules Ext’ﬁ. (M, N) maybe
do not actually depend on the choice of F,. In fact, this is true. The main idea is that for
two different free resolutions F! and F2? one can define a map between the two resolutions that
has enough unicity properties to induce unique isomorphisms on the Ext-groups. The property
needed to run this argument is abstracted by the notion of a projective module, and hence the
whole argument works for projective resolutions.

Definition 5.4.1. An R-module P is projective if for every surjective morphism of R-modules
B: N — M and every morphism of R-modules a: P — M there exists a morphism ~v: P — N
of R-modules such that « = fo~.

Remark 5.4.2. (1) The definition of projective module can be summarized in the following
way: P is projective if any diagram

P
N

of R-modules M, N and morphisms «, 8 with [ surjective can be completed to a diagram

s
Nl mr

where v is also a morphism of R-modules.

(2) By definition of the Hompg(M, -) functor (see Remark 5.2.3), Definition 5.4.1 is equivalent
to saying that P is projective if and only if Hompg (P, _) takes surjective homomorphisms to
surjective homomorphisms. Taking into account the exercise on the exercise sheet where
you proved that Homp (M, _) is left exact, this is equivalent to requiring that Hompg(P, )
takes short exact sequences to short exact sequences (including the two 0’s at the end).
This is just the definition for Homp (P, ) being an exact functor. To sum up, Defini-
tion 5.4.1 is equivalent to requiring that Hompg(P, ) is an exact functor.

Example 5.4.3. Every free module is a projective module. Indeed, assume that F' is a free
module with free generators {a;}icr, that a : M — N is a surjective morphism of modules and
B : F — N is a morphism of modules. For every ¢ € I, let m; € M such that a(m;) = 5(a;).
Then by Proposition 2.2.17 there is a unique morphism ~ : F' — M that sends a; — m; for all
1€ 1.

To see that coy = ( holds, by the universal property of direct sums (Proposition 2.2.17) one
just need to verify that « oy and 3 take a; to the same elements, which holds by construction.

End of 4.
class, on
09.10.2023.
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Proposition 5.4.4. Let R be a ring and P an R-module. Then the following are equivalent:
(1) P is projective,
(2) there exists an R-module M such that P & M is a free module.

Proof. | (1) = (2)| According to an exercise on the exercise sheet it is enough to find a free
module N, a surjection ¢ : N — P and a splitting s : P — N, which by definition means htat
so¢ =idp. In fact we claim that such a splitting exists for any ¢. Additionally such a ¢ exists
because by Proposition 2.2.17 it is equivalent to giving a generator set of P.

Having figured out the existence of a ¢ as above, the existence of a splitting is given by
applying Definition 5.4.1 to the following diagram

_P
ST iidp
- (;S
= P

(2) = (1)|Let N = P® M be a free module. We have to show that Definition 5.4.1 holds for
P. So take a surjective homomorphism « : L. — K and an arbitrary homomorphism g : P — K.
Set v : N — K be the composition of 8 with the projection N — P. In particular we can
identify 7v|pgo with 3.

As free modules are projective (Example 5.4.3) we have a lift of « as in the following
commutative diagram

5 N=PaeM
- }(’Y

—
—
—

Lé

O

Example 5.4.5. Proposition 5.4.4 and Theorem 4.3.8 imply that if R is a PID and let P is a
finitely generated R-module, then the following are equivalent:

(1) P is projective;
(2) P is free;
(3) P is torsion free.

Definition 5.4.6. A projective resolution of an R-module M is an exact sequence of projective
R-modules

P.:“‘fi+2 Py fis1 P fi jo fi—1 f2 P, 1

P
together with an R-module homomorphism f : My — M, such that the sequence

fito P fita P fi j fi—1 f2 P, f1 Py f M 0

is exact.
If P, is a projective resolution, one defines the associated Ext-modules Ext}. (M, N) as for
free resolutions.

As explained earlier our goal is to show that Extﬁg. (M, N) is independent of P,, and we are
going to do this by constructing maps between different projective resolutions. First we define
these maps carefully:
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Definition 5.4.7. A morphism ¢ of chain complexes of R-modules

F, : o—=Fiy fu F; & Fi 4

gi+1

G —2~ Gy

G.Z ...*>Gi+1

is a collection ¢; : F; — G; of R-module homomorphisms for all integers ¢, such that g; o ¢; =
¢;—1 o f; for all integers 1.

A morphism of cochain complexes is defined analogously.

We use the notation ¢ and ¢e for morphisms of (co-)chain complexes interchangeably.

Remark 5.4.8. A morphism of chain complexes F,, G4 is nothing but a diagram of R-modules
and morphisms
Jit1 fi

F,: o= Fi F; Fi
Pit+1 l%‘ l@‘l
Gl : o= G 2 @ I Gy

such that for every ¢ the maps in every square

F; N Fi

e

gi
G —= G

commute. This means that in each square as above ¢;_1 o f; = g; o ¢;.

Remark 5.4.9. Applying Definition 5.4.7 to the chain complexes given by two projective resolu-
tions P, and Qe of the same module M, we are able to say what morphisms of chain complexes
we will use to show that Ext’, (M, N) = Ext"Q. (M, N) via a uniquely determined isomorphism:
as shown in the next diagram we will append M to the —1-positions of these two projective
resolutions and then we will take a moprhism of chain complexes extending idy; in the —1
position:

P Py M
¢>1l ¢0l lidM
1 Qo M

Consider a morphism of chain complexes as in Remark 5.4.9. Applying Hompg(-, V) yields
a morphism of cochain complexes. To see that we obtain a homomorphism ExtiQ.(M ,N) —
Extég. (M, N) we are supposed to show that a morphism of cochain complexes induces a homo-
morphism on cohomology:

Proposition 5.4.10. A morphism of cochain-(resp. chain-)complezes of R-modules ¢o: Fo —
G. induces a homomorphism H(¢) : H (Fy) — H'(Gs) (resp. Hi(¢) : H;(Fo) — H;(G4)) of
R-modules defined by applying ¢; to any representative T € F; of a given x € H'(F,).

Proof. We show only the cochain complex version of the statement, as the chain complex
version is verbatim the same up to the adequate change of indices.

Denote by f; : F; — F;+1 and g; : G; — G441 the structure homomorphisms of the cochain
complexes Fy and G4 respectively. Then:
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° ‘gf)i(ker fi) C ker g;:| if = € ker f;, then

i (¢i(z)) ? dit1(fi(z)) ? $i+1(0) = 0.

¢e is a morphism of cochain complexes ‘ ’ z € ker f;

© ‘gbi(im fi-1) C imgi,l:‘ if € im f;_1, then x = f;_1(y) for some y € F;_1, and hence

di(z) = ¢i(fim1(y)) T gi—1(di—1(y)) € img;_1.

¢e is a morphism of cochain complexes

Hi(¢) is an R-module homomorphism:| The previous two points tell us that there is an

induced commutative diagram as follows, where £ is the quotient homomorphism:
im f; _1“—————=ker f;
®i l(bi S

img; 1“—————=kerg;

ker f%/un fic1= HZ(F.) (4.10.a)

kergl/lmgz_l - HZ(G.)

H(¢) is the unique homomorphism H'(F,) — H*(G,) given by the universal property of
quotients, that is, by applying Lemma 5.2.1 to F;, H'(F,) and to H'(G,). Note that to
apply Lemma 5.2.1 we have to verify that im f;_1 C ker(§ o ¢;). This follows from the
commutativity of (4.10.a):

fogiofir=80gi10¢i—1=0
T T
’ commutativity of (4.10.a) ‘ lw—1:()‘

O]

Remark 5.4.11. If o : Fo — G and 10 : Go — H,e are two morphisms of (co-)chain complexes.
Then from the definition it follows immediately that e 0 e : Fo — H, is also a morphism of
(co-)chain complexes.

In this situation, from the definition of H?(_) (resp. of H;(_)) one obtains H (i) o ¢) =

H'(4p) o H'(¢) (vesp. Hi(4 o ¢) = H(y) o Hi(9)).

Proposition 5.4.10 yieds that given a morphism of chain complexes as in Remark 5.4.9, there
is an induced homomorphism Extb.(M ,N) — Extég.(M ,N). However, given two projective
resolutions P, and )e of the same R-module M there are many chain complex homomor-
phisms lifting idj; as in Remark 5.4.9. Hence, if we want to show that the induced maps
on ExtiQ. (M,N) — Ext, (M, N) are unique, we need a machinery to understand when two
morphisms of (co-)chain complexes induce the same homomorpism on (co-)homology. The
idea here is borrowed from topology: homotopy equivalent continuous maps induce the same
homomorphism on all associated invariants of topological spaces, such as the fundamental
groups, singular homology or singular cohomology. Hence, we define homotopy for morphisms

of (co-)chain complexes:

Definition 5.4.12. For two morphisms of chain complexes of R-modules ¢,v : Fy — G4 we
say that ¢ is homotopy equivalent to v if there exists a collection of R-module homomorphisms
h; : F; — Gy for all integers 4, such that

¢i — i = giy10hi + hi—1 0 f;. (4.12.b)
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where f; : F; — F;_1 and ¢; : G; — G;_1 are the structure homomorphisms of F, and G,,
respectively.

For cohain complexes the definition is similar, but with a change of indexing (we denoted
the differences by red color): for two morphisms of cochain complexes ¢,1) : Fy — Go we say
that ¢ is homotopy equivalent to 1 if there exists a collection of R-module homomorphisms
h; : F; — G;_ for all integers 7, such that

¢i — i =gi-10hi +hit10 fi. (4.12.c)

where f; : F; — F;1q1 and g; : G; — G;41 are the structure homomorphisms of F, and G,,
respectively.
We denote that ¢ is homotopy equivalent to ¥ by ¢ ~ .

Remark 5.4.13. Two morphisms of chain complexes of R-modules ¢, : F,, G4 are homotopy
equivalent if there is a collection of morphisms {h;} and a diagram of R-modules and morphisms

fit+1

F.: . Fi+1 Fi

hi
Yit1 || Pit1 b

G, :

F; Fi
(bz_zpz hifl
Gi—1 G;

the equation (4.12.b) holds.

Remark 5.4.14. It follows directly from Definition 5.4.12 that two morphisms of (co-)chain
complexes ¢,y are homotopy equivalent if and only if ¢ — 9 is homotopy equivalent to 0.

(Note that R-linear combinations of morphisms of (co-)chain complexes are also morphisms
of (co-)chain complexes. This is an easy verification of the definition of a morphism of (co-)chain
complex, that is, of Definition 5.4.7. We leave this verification to the reader.)

Remark 5.4.15. If h; yield a homotopy between the chain complex morphisms ¢, : Fg — G,
then for any R-module N the homomorphisms Homp(h;, N) yield a homotopy between the
chain complex morphisms Hompg(¢, N),Hompg (1), N) : Homp(Ge, N) — Hompg(Fe, N). To
see this,one needs to show that applying Hompg(_, N) to (4.12.b) is turned into the version of
(4.12.c) where Hompg(-, V) is applied to all elements:

Hompg(¢;, N)—Hompg(¢;, N) = Hompg(g;—1, N)oHomp(h;, N)+Hompg(h;1+1, N)oHompg(f;, N).

To show this, besides the functoriality properties of Hompg(_, N) explained in Section 5.2, the
following additivity properties have to be used, where o and S are R-module homomorphisms
M — L and N is an arbitrary R-modules:

(1) ‘HomR(a,N) + Homp(8, N) = Homp(a + B,N):‘ by definition of the Hompg(_, N) func-
tor this is equivalent to the following statements

V¢ € Homg(L,N): Eoa+Eof=¢o(a+f).
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0
V¢ € Homp(L,N),Ym e M : ((oa+&opB)(m)= (£o(a+ B))(m).

However, by the definition of addition on Hompg (M, L) the both sides of the latter equation
are equal to £(a(m)) + £(8(m)).

(2) ‘HomR(—a, N) = —Hompg(a, N) ‘ by definition of the Hompg(_, V) functor this is equiv-
alent to the following statements

V¢ € Homp(L,N): {o(—a)=—{oa.

)
V¢ € Homp(L,N),Vm € M : ({0 (—a))(m) = (=€ o a)(m).

However, by the definition of addition on Hompg (M, L) the both sides of the latter equation
are equal to —&(a(m)).

We note that the above two properties of the Hompg(_, N) functor are summarized by saying
that the Homp(_, N) functor is additive.

Remark 5.4.16. By the additivity poperties of the Homp (-, N) functor explained in Remark 5.4.15
we also obtain that homotopy equivalence is an equivalence relation on the R-module of mor-
phisms of two (co-)chain complexes. For this one has to verify the three properties of being an
equivalence relation, that is, for all morphisms ¢,1,& : Fe — G4 of (co-)chain complexes one
needs to show

1) ‘Reﬂexz’vity: ¢ ~ gb:‘ as ¢; — ¢; = 0 take the h; = 0 in (4.12.b) and

(2) ‘ Symmetry: ¢ ~ ) = ~ qﬁ." if h; is the homotopy giving ¢ ~ v then by the additivity
properties, —h; works to show that ¢ ~ ¢.

(3) ‘ Transitivity: ¢ ~ 1 and ¥ ~ & implies ¢ ~ f‘ Asp—&E=(p— )+ (¥ —&), if h; and R
give ¢ ~ ¢ and ¢ ~ &, then h; + h] give ¢ ~ £. Here we again use that composition
commutes with addition as explained in Remark 5.4.15.

Proposition 5.4.17. If ¢,9 : Fe — Ge are homotopy equivalent maps of (co-)chain complexes,
then ¢ and v induce the same morphisms on (co-)homology.

Proof. We show only the cochain complex case, and we leave to the reader the chain complex
case. Given i € Z choose a € H'(F,) and a lift @ € ker f;. By Proposition 5.4.10, the following
element of G; lifts (H'(¢))(a):

¢i (@) ? Yi (@) + gi—1(hi (@) ) + hip1 (fi (@) ? Y (@) + gi—1(hi (@) ).
(4.12.b)

which is just a lift of (H'(¢))(a). O

Definition 5.4.18. Two complexes F, and (G, are homotopy equivalent if there are morphisms
of complexes ¢ : Fo — Go and e : Go — Fo such that ¢ oy ~ idg, and ¢ o ¢ ~ idF,.

Corollary 5.4.19. Let Fy and Go be homotopy equivalent (co-)chain complexes, and let ¢q :
Fo — Go and e : Go — Fo be the morphisms of (co-)chain complexes such that ¢ o ~ idg,
and ¥ o ¢ ~ idp, .

Then, for all i € Z, the R-module homomorphisms H;() and H;(¢) (resp. H'(y) and
H(¢)) are isomorphisms between H;(Fy) and H;(G,).
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Proof. We show only the cochain complex version of the statement, as the chain complex version
is verbatim the same up to the adequate change of indices. By Remark 5.4.11 we obtain that

H'(y)o H'(¢) = H' (idr,) = idyip,)  and  H'(¢) o H'(¢) = H' (idg,) = idpic,) -

Hence, H'(1)) and H*(¢) induce isomorphism H'(F,) = H(G.). O
Theorem 5.4.20. Let

F.: Fi-l—l fis E Ji Fi—l i>1f70*>0

G.: Gi+1gi+1 Gz g Gz’—l i>G’04>0

be chain complexes of modules, such that F; are projective for all integers i, and H;(Ge) = 0
for alli > 0.

Then, for every morphism « : Ho(Fe) — Hy(Ge) of modules there exists a morphism of
chain complezes ¢o : Fo — Go such that Hy(¢) = «. Additionally, such ¢e is unique up to
homotopy equivalence.

Proof. ‘ Step 1: consruction of <Z50-“ Consider the diagram

F04>>H0(F.)

|
@0 | la

\i
GO - H()(G.)

The projectivity of Fy yields the existence of the dashed arrow such that the diagram commutes.

‘Step 2: construction of ¢; fori >0 inductively." Assume ¢; are constructed for j < i such
that the following diagram commutes (in the ¢ = 1 case we take F_1 = Hy(Fs), G_1 = Hy(G,)
and ¢p_1 = «):

f g S g T g, T (4.20.d)
¢>z‘1l ¢>¢2i
gi+1 Gi i Gi*l gi—1 Gi*2 gi—2

We are going to prove that the diagram can be extended with ¢;. First, we claim that:
im(¢;—1 o f;) Cimg;. (4.20.e)

As img; = kerg;—1 by the H;(Go,) = 0 assumption, (4.20.e) is equivalent to the equality
gi—10¢;—10 f; = 0. By the commutativity of (4.20.d), we have g;_1 0¢;—1 0 fi = ¢i—20 fi—10 fi,
which is zero as F, is a chain complex and therefore f;_; o f; = 0 by Definition 5.3.1. This
concludes (4.20.e).

By (4.20.¢), we can enhance the commutative diagram (4.20.d) as follows:

fit1 fi fi—a fi—2

F; F,_4 F;_o .. (4.20.1)
Pi—10f; ¢11\L ¢Z2\L
G; im g; Gi1 Gi—o

End of 5.
class, on
16.10.2023.
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Applying now Definition 5.4.1 to the homomorphism G; — img;, we obtain the existence of
¢;. This concludes Step 2, and in particular the existence of ¢q : Fo — Gl.

‘ Step 3: ¢o : Fo = G4 is unique up to homotopy. ‘ By Remark 5.4.14, it is enough to show that
if a =0, then ¢ ~ 0. With other words assuming that the following diagram commutes after
erasing the h;, it is enough to find h; such that ¢; = g;4+1 o hy + h;—1 o f; for every i > 0:

f3 jo} f2 j2) fi i) fo H(](F.) P fo1 0= F ,
h ¢2/ ¢/ d)(/::hl/ozfl //0:#”/ 0=:¢-2
2 1 0
7 Ga 7 G 7 Go 5 Ho(Ge) =: G4 0=:G_s.
(4.20.g)

Note that in diagram (4.20.g) we introduced new values for F_1, F__o, G_1, G_2, fo, ... so that
we can make the induction step in the next paragraph uniform for all . Note also that this
way (G becomes exact at all positions.

As in the previous step, this means that we have to construct h; for ¢ > 0 as shown in the
following diagram assuming that they were constructed for all lower indices

R LU SN (4.20.h)
P g f; J/(bz hi—1 l@%
GH'I gi+1 i gi Gi_l

Also as in the previous step, for this it is enough to show that
m(¢; — hi—10 f;) Cimgi41 ? gio(di —hi—10fi)=0 (4.20.1)

Indeed, (4.20.i) would imply that we could extend (4.20.h) as follows

—

Giy1 ™ g (i — hioy 0 fi)©
(4.20.5)

and then we could apply the projectivity of F; and Definition 5.4.1 to the left triangle of (4.20.j).
So, indeed we are left to show (4.20.i). However, (4.20.1) follows directly from the following

computation:

gi o (¢ —hi—10 f;) ? ¢i—10 fi—giohi—10 fi = (pi-1 —giohi_1)o f; ? hi—a 0 fi—10 fi ? 0

fi710fi=0‘

‘ commutativity of (4.20.g) ‘ ‘ by induction ¢;—1 = g; o hi—1 + hi—20 fi_1 ‘

This concludes Step 3, and hence the entire proof as well. ]

Corollary 5.4.21. Any two projective resolutions of the same R-module are homotopy equiv-
alent via cochain morphisms that are uniquely determined up to homotopy.
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Proof. Let P, and @, be two projective resolutions of a module M. Apply Theorem 5.4.20 to
lift idp; to morphisms of chain complexes ¢ : Py — Qo and v : Q¢ — P,. Theorem 5.4.20 also
states that these are unique up to homotopy.

Next, note that yo¢ and id p, are two lifts of id s to a morphism Py — P, of chain complexes.
Hence, by the homotopy part of Theorem 5.4.20 we obtain that 1 o ¢ ~ idp,. Similarly, both
¢ o and idg, are are two lifts of idy; to a morphism QQe — Qe of chain complexes. Hence, by
the homotopy part of Theorem 5.4.20 we also have ¢ o ¢ ~ idg,. O

Corollary 5.4.22. Let N be an R-module. Suppose that Py and Qe are two projective reso-

lutions of the same R-module M. Then there is a unique isomorphism « : Extﬁg. (M, N) =N
Extb.(M, N) (so not only the two groups are isomorphic, but even the isomorphism is uniquely
determined,).

Proof. By Corollary 5.4.21, we know that there exist maps of complexes ¢: P, — Qo and
P: Qe — Po such that 1 o ¢ ~idp, and ¢ o9 ~idg,, where hY and hY are the corresponding
homotopies. Additionally, also by Corollary 5.4.21 we know that ¢ and v are determined
uniquely up to homotopy.

As explained in Remark 5.4.15, Homp (h?, N ) and Homp <h£D , N ) gives homotopies
Homp(y o ¢, N) = Hompg(¢p, N) o Hompg (1), N) ~ idyom (P, V)

and
HOIDR(¢ o, N) = HOTHR(@ZJ, N) 0 HOmR(¢, N) ~ idHomR(Q.,N)a

and it also implies that Hompg(¢, N) is determined uniquely up to homotopy.
Now, Corollary 5.4.19 yields that for all i € Z, the homomorphisms H Z‘(Hom r(¢, N )) and
Hi(HOHlR(I/J, N)) are isomorphisms:

H' (Hompz(4,N))
=
Extl, (M,N) = H'(Hom(P,, N)) H'(Hom(Q., N)) = Extf,, (M, N)

H' (Homp(4,N))

Additionally Proposition 5.4.10 tells us that H® ( Hompg(¢, N)) and H* ( Homp(v, N)) are uniquely
determined, because they are unique up to homotopy. ]

Definition 5.4.23. If M and N are R-modules, we define the i-th Ext-module Extly (M, N) of
M and N by Extp (M, N), where P, is an projective resolution of M. We note that:

o such resolution always exists by Remark 5.3.6 and Example 5.4.3, and

o Ext’lg'(M7 N) is uniquely determined up to unique isomorphism independently of the
choice of P, by Corollary 5.4.22.

Hence, Ext% (M, N) is uniquely defined up to a unique isomorphism.

Corollary 5.4.24. If P is a projective R-module and N is an arbitrary R-module, then
Extz(P,N) =0 fori> 0.

Proof. In this case the projective resolution contains just P itself. O

Definition 5.4.25. If « : M — L is a homomorphism of R-modules, then Ext’(a, N) is defined
by taking projective resolutions P, — M and ()¢ — L and a morphism of chain complexes
e : Ps — Qo given by Theorem 5.4.20, and then setting

Extl(a, N) := H'(Hompg(¢e, N)) : Extiz(L, N) — Ext}z(M, N)
This is uniquely defined by Remark 5.4.26
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Remark 5.4.26. Here we show that, taking into account that Ext% (M, N) and Exti(L, N) are
defined up to unique isomorphism, Ext%(a, N) is uniquely defined as well. This precisely means
that the diagram (4.26.k) commutes where the vertical arrows are the unique isomorphisms
between different representatives of Extly(M, N) and Ext% (L, N) and the horizontal arrows
are the definitions of Ext’]é(a, N) for these different representatives. Below we explain this in
details.

Let ¢q : Po — Qo be as in Definition 5.4.25. Then, by Theorem 5.4.20, ¢, is unique up to
homotopy. Hence, H*(¢,) is unique by Proposition 5.4.17.

Therefore, we just have to deal with the ambiguity given by choosing different projective
resolutions. Hence consider other projective resolutions P, — M and Q, — M. By Theo-
rem 5.4.20 we get unique chain complex morphisms £ : P, — P, and 1 : Qs — Q) lifting ids
and idy,, respectively. According to Definition 5.4.23,

H'(Hom(¢, N)) : Extlp, (M, N) — Extlp, (M, N)
and ‘ ‘ ‘
H'(Hom(n, N)) : Extg, (L, N) — Extg, (L, N)

are the unique isomorphisms between the different representatives of Ext’y (M, N') and Ext% (L, N),
respectively. Additionally, no¢o¢ is a lift of a to a morphism P, — P,. Hence, if intead of P,
and Q,, the projective resolutions P, and @, were used to define Ext(c, N), then Exty(c, N)
would be defined as H Z‘(Hom r(nogpo&, N )) Therefore, the following commutative diagram
shows that Ext'z(a, N) is uniquely defined:

H ( HomR(no¢o§,N))

Bty (M, N) Eaty, (L, N) (4.26.k)

unique unique

isomorphism isomorphism H ( HomR(n,N))

H (Homp(£,N))

Eat, (M, N) Bt} (L,N)

H'(Homp($,N))

5.5 LONG EXACT SEQUENCE OF Ext-MODULES

As we hinted already at the beginning of Section 5.3, the Ext-modules can be thought of as
correction terms for the failure of the exactness of the Hom(_, N) functor. One way to make this
precise, is Theorem 5.5.6, which follows from a general statement about short exact sequences
of cochain complexes:

Proposition 5.5.1 (Long exact sequence of co-homology). Let

G, m, 0

0 F,

be a short exact sequence of co-chain complexes, that is, ae and Be are co-chain morphisms

such that

Gi L H,——0

(67}

0 F;

is exact for everyi € Z. Let f; : F; — Fi11, g; : F; — Fiy1 and hy - H; — H; 1 be the structure
homomorphisms of Fs, Ge and H,, respectively. Then:

(1) the following defines a well defined R-module homomorphism &; : H'(Hs) — H't1(F,) for
every integer i: for an element x € H'(H,),

o letx € H; be a lift of x,
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o lety € G be such that Bi(y) =T

o let z € Fiy1 be such that aiy1(z) = ¢i(y) (such an element exists by the above
exactness assumption, and by the computation B;+1(gi(y)) = hi(Bi(y)) = hi(T) = 0),
and

o as z € ker fi11 (indeed, cvia(fit1(2)) = giv1(ait1(2)) = gi+1(9i(y)) = 0, and aiy2
is injective by assumption), we define 6;(x) := [z], where [z] is the residue class of z
in HTY(F,) = ket fit1 /iy, ;.

(2) the following sequence is exact:

di—1 Hi(as) H(Bs) i H" ' (ae)

H'(F,) H'(G.) H'(H,) H™Y(E,)

(5.1.a)
There is also a chain complex version of the lemma with indices reversed (so each occurence of
i+ 1 has to be replaced by i —1).

Proof.

made. For that consider a fixed x € H*(H,), and let T, y and z be chosen as above along the
way of defining §;(x).

0; 1is well—deﬁned." we need to verify that J; does not depend on the choices we have

o First, assume that we choose another y' instead of y. That is, ¥/ = y + «;(w) for some
w € F;. Then,

9i(y') = 9 (y + as(w)) = gi(y) + gi (ai(w)) = gi(y) + i1 (fi(w))

In particular, we obtain 2z’ = z + f;(w), which determines the same class in H**1(F,) as
z. Hence, our definition is independent of the choice of y.

o Second, assume that we choose T = T + h;_1(u) instead of T for some v € H;_1. Let
v € Gj—1 be such that $;_1(v) = u. Then, instead of y, we may choose v =y + g;—1(v).
Indeed,

Bi (y+ gi-1(v)) = Bi(y) + Bi (gi-1(v)) =T + hi—1 (Bi—1(v)) =T + hi—1(u) =T

Hence,

9:(¥y") = gi (y + gi-1(v)) = gi(y) + gi (9i-1(v)) T 9i(y),

and so this choice yields the same z.

So, we showed that §; is well-defined.

d; is an R-module homorphz’sm." For that let us keep the same notation for Z, y and z, and

additionally let Z’, 4 and 2’ be the elements chosen the same way but for 2’ € H(H,). Then:

o by additivity of the module homomorphisms we have 5;(y+y') = T+ and a;11(2+2') =
gi(y +v'), and hence 0;(x + 2') = z + 2/ = d;(x) + d;(2’).

o if r € R, then similarly 5;(ry) = rZ and ai+1(rz) = gi(ry), and hence d;(rz) = rz =
rd;(z).

So, we showed that §; is an R-module homomorphism. Finally we prove exactness at each
position of the long exact sequence:



End of 6.
class, on
23.10.2023.
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° lim H¥(a) C ker H*(B):| This follows from the definition of H* applied to morphism of
complexes and from the assumption that 8o a = 0.

° |lim Hi(a) = ker H(3):| Take = € ker H*(j3), represented by Z € G;. By definition z €

ker H($3) means that there is y € H; 1, such that 8;(Z) = h;_1(y). Let z € G;_1 such
that 5;_1(z) = y. Then,

Bi (T — gi-1(2)) = Bi(T) — Bi (9i-1(2)) = Bi(T) — hi—1 (Bi—1(2)) = Bi(T) — hi—1(y) =0
So, there is v € Fj, such that «;(v) =7 — g;—1(2), and
aip1 (fi(v) = gi (a5 (v)) = g; (T — gi—1(2)) = 9i(Z) — gi (gi-1(2)) =0 -0 = 0.

Since, a1 1 is injective, it follows that f;(v) = 0. In particular z = H*(a)([v]), where [v]
is the class of v in H*(F,) .

° |im H'(B) C ker §;:| We have to show §;0 H(8) = 0. Take x € ker g;. Then &; (H'(8)([]))

can be computed as follows: as H*(3)([x]) is represented by 3;(z), so we may take = as a
lift in G;, and then, as g;(x) = 0, we have ¢; (H*(8)([z])) = 0.

° lim Hi(B) = ker §;: | Take an element in ker §;, that is we take x € ker h;, with y € G; a

lift of x to G;, and z € F;11 such that a;11(2) = ¢;(y), and about all these we assume
that there is a v € Fj, such that f;j(v) = z. Then:

9i (y — i(v)) = gi(y) — 9i (i(v)) = gi(y) — i1 (fi(v)) = gi(y) — i1 (z) = 0.
In particular [y — a;(v)] € HY(G,), and H'(3) ([y — i (v)]) = [z], as

Bi (y — ai(v)) = Bi(y) — Bi (ai(v)) = Bi(y) = =.

° lim6; C ker H1(a):| As in the previous point take 2 € ker h;, with y € G; a lift of =
to Gy, and z € F;,1 such that a;1(z) = gi(y). The class [z] € HF1(F,) gives a general
element of im §;. So, we need to show that H'™!(a)([z]) = 0. However, a;11(2) = gi(y)
by construction, which yields exactly this.

° |im ¢; = ker H*1(a):| Take [z] € ker H*1(a). That is, a;+1(2) = g;(y) for some y € G;.
However, then for = := f,;(y) we have J;([z]) = [z] as soon as we prove that = € ker h;.
However,

hi(z) = h; (Bi(y)) = Biv1 (9:(y)) = Bit1 (aiy1(2)) = 0.
O

To apply Proposition 5.5.1 to prove Theorem 5.5.6, one needs to take projective resolutions
of the modules from a short exact sequence so that the induced morphisms between these
projective resulutions, given by Theorem 5.4.20, after applying Hompg(_, V) yields a short exact
sequence of co-chain complexes. As Hompg(_, N) preserves exactness of split exact sequences
(see following lemma), the easiest way to achieve this is to construct projective resolutions such
that the middle one is a direct sum of the two projective resolutions on the sides. This is done
in Lemma 5.5.5, after which finally we are able to show Theorem 5.5.6.

First we need a definition that already appeared on one of the exercise sheets:



5.5. LONG EXACT SEQUENCE OF Ext-MODULES 53

Definition 5.5.2. An exact sequence of R-modules of the form

0—>K-*>nm- o1 (5.2.b)

is split if there exists an R-module homomorphism s : L — M such that fos=idf.

Remark 5.5.3. Note that in the case of Definition 5.5.2 § is automatically surjective. In par-
ticular, if the sequence in (5.2.b) is split, then it is exact.

Lemma 5.5.4. If a short exact sequence of R-modules

0 K—“*~M L 0 (5.4.c)
1s split, then the sequence
0 Hompa(L, N) 220N Homp(M, N) 225N Homp (K, N) 0.
(5.4.d)

obtained by applying Hompg(_, N) to (5.4.c) is exact.

Proof. By the adequate exercise on the exercise sheet, splitness is characterized not only by the
existence of a homomorphism L — M, but also by the existence of an R-module homomorphism
u: M — K such that uoa = idg. Applying now, Lemma 5.2.2 one obtains sequence of the form
(5.2.b), which is exact everywhere, except possibly Hompg(c, V) is not surjective. Now, we take
into account that Hompg(_, N') preserves composition and it takes idx into 1dfom(k,n)- Hence,
the u o a = idk equality transforms into the equality Hom(a, N) o hom(u, N) = idgom(r,n)-
This means that (5.4.d) is split in the sense of Definition 5.5.2, and therefore it is surjective by
Remark 5.5.3.

O

Lemma 5.5.5 (Horseshoe lemma). For every short exact sequence of R-modules

0 K—>Mm-Lo 0,

and projective resolutions Qe — K and S, — L there exists a projective resolution : Py — M
such that

(1) P, == Q; ® S; (but the structure homomorphisms of Ps are NOT the products of the
structure homomorphisms fo Qe and Se ),

(2) the inclusions 1; : Q; — P; = Q; ® S; of the Q; factors define a chain complex morphism
le : Qe — P,

(8) the projections pri : Q; ® S; = P; — S; onto the S; factors define a chain complex
morphism pry : Ps — S,

(4) the following diagram commutes:

0 Qe 2> p, 2 g, 0
0 K—“sp-P .1 0
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Proof of Lemma 5.5.5. Denote by ¢; : Q; — Q;—1 and s; : S; — S;—1 the structure homo-
morphisms that are already given. We only have to construct the structure homomorphisms
p; : P, — P;_1 of Py and the homomorphism Py — M.

‘ Step 1: Construction of the homomorphism Py — M‘ As Sy is projective, there exists an R-
module homomorphism Sy — M making the following diagram commute:

So

L

M——L

By the universal property of direct sums, there is a unique R-module homomorphism Qy® Sy —
M making the following diagram commute (1o and jy are the inclusions of the summands):

0—= Qo> Py = Qo @ 5o~ Sy —=0 (5.5.€)
qol Poi ¢0 lso
0 K—=° M/’B L 0

We claim that so o pryg = [ o po, where pry : Qo & Sop — Sp is the second projection, as
defined in the statement of the present lemma. Indeed, by the commutativity of (5.5.e) we
have

s00prg = B ogyoprg = opyo joopry.

Hence, it is enough to show that Sopgo(idp, —joopry) = 0. Note now that im (idp0 — prg ojo) =
imig. Hence, it is enough to show that §opgotg = 0. However, using again the commutativity
of (5.5.e), we have Bopgory = Saoqgy = 0. This concludes our above claim, which tells us that
the following diagram commutes:

0—> Qo> Py=Qo® Sy —=5 —=0 (5.5.f)
qol poi lso
0 K— <o .y % . 0

Additionally note that pg is surjective by the adequate 4-lemma (see the exercise sheet).

Step 2: Induction step: defining the structure homomorphism p; : P, — P;_1 : ‘ If + = 1, then
define temporary just for this step Q1 := K, P_1 := M and S_1 := L with the structure
maps being the maps of (5.5.e). Having made these definitions, we start with the situation

0 Qi1 Py ——S5_1—=0 (5.5.g)
J/Qil ipil lsil
0 Qi—2 P yg——= 8 5—=0

\LQi—Z l/pi—2 \Lsi—Z

where the diagram goes indefinitely in the negative direction (the groups for i < —1 all taken
to be zeros), and the columns are exact in the ¢ — 2 and smaller positions. Extend the above
diagram with zeros also in the positions greater than ¢ — 1, and apply the chain complex version
of Proposition 5.5.1. This yields the following long exact sequence

0= H;(Se) > Hi—1(Qe) =kerq;—1 = H;_1(Ps) = kerp;—1 = H;_1(Ss) = kers;_1 = H;_2(Qs) =0
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Take this exact sequence now, and construct as in Step 1 the following commutative diagram
(it is verbatim the same argument as in Step 1, after we make the following replacements:
Qo ~ Qi, Py~ Py, So ~ Qi, K ~ kerq;—1, M ~ kerp;_1, L ~ kers;_1):

0 Qi P; S; 0

L

0——=kerq,_ 1 ——=kerp;,_ 1 ——=kers;_ 1 ——=0

Assembling this with diagram (5.5.g) we obtain

0 Q; P; Si 0
qi pi Sq
0 ker g;_1 kerp;—1 kers;_1 ——=0
0—— Qi1 Py Si—1 0
gi—1 Pi—1 Si—1
0 ——Qi-2 Pis Si—2 0
qi—2 Di—2 5i—2

Theorem 5.5.6. Let N be an R-module. For every short exact sequence

! B

0 K M L 0

of R-modules, there are R-module homorphisms 6; : Extiy(K, N) — Ext’;l(L,N) making the
following sequence is exact

Hompg (B, N) Hompg(a, N)

Homp (M, N)
00

Homp (L, N) Homp (K, N)

Exth(8,N) Ext} (a, N)
—_—  »

Exth(L, N) Exth(M, N)

01

Exth(K, N)

Ext% (8, N) Ext%(a, N)

Ext% (M, N) -

Ext% (L, N) (5.6.1)

Proof. According to Proposition 5.3.8, we may replace in the first row of (5.6.h) each appearance
of Hom with Ext?’s. Apply now Lemma 5.5.5. This yields projective resolutions Qo — K,
Py — M and S, — L with the properties stated in Lemma 5.5.5. Applying the Hom(—, V)
functor, we obtain a short exact sequence of cochain complexes

Hompg(te,N) Hompg (pr,,N)
- < -

Homp(S., N) Homp(P., N) Homp(Qe, N)

(5.6.1)
with the following properties:

(1) the cohomologies of these cochain complexes are exactly the Ext modules in (5.6.h).
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(2) the restriction of (5.6.1) to any index 4, is obtained by applying Hompg(-, N) to a split
exact sequence, which then by Lemma 5.5.4 is exact as well.

Therefore applying Proposition 5.5.1 to (5.6.1) yields exactly (5.6.h) O

Example 5.5.7. As an application of Theorem 5.5.6, we compute Ext% (Z / nZ, L / mZ)- Con-
sider the exact sequence

0 7 T=nT 7 Z/TLZ )

Applying Homg, (,, Z / mZ) to this short exact sequence yields the following long exact sequence,
where the groups that are labeled to be zero are zero because of Corollary 5.4.24:

o>
0 — Homgz (Z/nz, Z/mz) — Homg (Z, Z/mz) = L/mz — Homg (Z, Z/m7) = Z/mzZ.

Exty (Z/n7, Z/m7) Exty (Z,Z/mz) =0 Exty (Z,Z/mz) =0

Ext3 (2/nz, Z/mz) Ext? (Z,Z/mz) =0 Ext? (Z,Z/mz) =0

Ext}, (Z/nz, Z/mz)

Ext} (Z,Z/mz) =0 -

Buy the exactness of the above sequence we obtain that

. 0 ifi+40,1
Ext}, (Z Z =
< Cha = g, o T

5.6 MEANING OF Ext-MODULES

In this section, we fulfill our promise made in Section 5.1, that is, we show that Ext}%(M ,N)
classifies extensions of N by M (WARNING: order is reversed). First, we define carefully what
extensions are and when we call them equivalent.

Definition 5.6.1. Given two R-modules M and N, consider an exact sequence of R-modules
as follows:

In this situation:

o the module K is called an extension of N by M, and

o the entire sequence, that is, the data of K, o and [ is called a Yoneda extension of N by
M.

Two Yoneda extensions

and

0—=N-—k 2o —p
of N by M are Yoneda equivalent if there exists an R-module homomorphism f : K — K’ such
that the following diagram commutes:

0 N2 K M 0 (6.1.a)
l
0 N K’ M 0
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We note that by the 5-lemma (Lemma 5.6.2), f must always be an isomorphism. We also
note that it is immediate from the definition that Yoneda equivalence is indeed an equivalence
relation on the class of Yoneda extensions.

We denote Yoneda equivalence by =voneda-

Lemma 5.6.2 (Five Lemma). Let

A—sB—C—>D—F
S O L
A B (D F

be a commutative diagram of R-modules. Assume that each row is exact and that 3,0 are
isomorphisms, a is surjective and € is injective. Then vy is an isomorphism.

Proof. This is just the union of the two 4-lemmas, which were homework exercises. O

The goal of this section, performed in Theorem 5.6.6, is to show that Ext!(M,N) is in
bijection with the set of Yoneda extensions of N by M, up to Yoneda equivalence. First, in an
example we explain the tricky aspects of this correspondence, and then we show Theorem 5.6.6.

Example 5.6.3. Consider Definition 5.6.1 for R = Z and M = N = Z/gZ. A Yoneda
extension then has of the form

0—— Z/32L>K$ Z/37,—0 (6.3.b)

In particular K is an abelian group of order 9. We know that there are two groups of this
type up to imorphism: K = Z/gz and Z/gz X Z/gz. It is immediate that in fact both of
these options fit into an exact sequence as (6.3.b). Hence, there are two extensions of Z / 37, by
Z/gz. However Ext% (Z/gz, Z/gz) = Z/gz. So, according to Theorem 5.6.6, the extra data
in the definition of Yoneda extension somehow has to give two different Yoneda extensions for
one of the two choices of K.

In fact, there are two non-equivalent Yoneda extensions with K = Z / 97. Below, we explain
this. To understand the example, it is crucial to understand that here one needs to fix the Z / 37,
s, not only up to isomorphism. That is, we should think about the standard representative,
the elements of which are

Z)3g,={[0] =32, 1] =1+3Z, [2] =2+3Z }

and the same for Z / 97. Let us take then the standard Yoneda extension with K = Z / 97,

a1l 3 B:[1 1
0 Lfyy OB gy, BUDN g

0 (6.3.c)

The point, is that one can change (6.3.c) by precomposing « or post-composing 3 by the only
non-trivial automorphism of Z /37, given by [1] + [2]. If one does it on both ends, then one
obtains an equivalent Yoneda extension:

1]—[3 1 1
(1—{1] i[llﬁ[ﬂ (1—{1]
1]—[6 1]—[2
0 2y 0 g),  WoB g .

However, (6.3.c) and the following Yoneda extension are not equivalent:

5:[1]—[2]

:[1 3
0 23— T g Z/3g——0  (6.3.d)
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Indeed, if they were equivalent, that would mean the existence of f : Z / 97, — Z / 97, as in
(6.1.a). That is, we would have

B=bof < []=[lf()] € L/3z < () =10, or 8] €Zfoz  (6.3)
But, we would also need to have
foa=v <= f)B]=[8l€ZL/gz + f(1)=[1],[4], or [T] € Z/97, (6.3.1)

Equations (6.3.f) and (6.3.e) contradict to each other. Hence, we showed that (6.3.c) and (6.3.d)
are non-equivalent Yoneda extensions.

Remark 5.6.4. We have seen in an exercise on the exercise sheet that the Yoneda extension

0 N K M 0 (6.4.g)

is Yoneda-equivalent to the Yoneda-extension

0—>N—ENegMsy— 50 (6.4.h)
if and only if (6.4.g) is split. In particular we call (6.4.h) the trivial Yoneda extension.
Notation 5.6.5. Let M and N be R-modules and let

be a projective resolution of M with structure homomorphism fy : Py — M. We define maps

£ Ext}z( M,N) — {Yoneda extensions of N by M } / =voneda

and

11 : {Yoneda extensions of N by M}/E — ExtR(M, N)

Yoneda

the well definedness of which is shown in Theorem 5.6.6.

‘ The definition off." for

z € Exth(M,N) = kerHomR(fz,N)/imHomR(fl,N)

we take a representative ¢ € ker Hompg(f2, N) € Hompg(Py, N), and then we define £(x) to be
the Yoneda-equivalence class of the following Yoneda extension, where for a homomorphism ~
we denote by [y] the homomorphism induced by 7 on the corresponding cokernel (it is shown
in the proof of Theorem 5.6.6 that this does make sense):

B:=| foopr
coker <P1 (M) N & P[)) [fooprr

a:n—{(n,0)]

0 N

0 (6.5.)

‘ The definition of ,u." it sends a Yoneda extension z:

Y é

0 N K M 0

to the class of the morphism —¢,, where ¢, : P, — N obtained by lifting id;; in the diagram

JNNEL T N SREUI (6.5.)
l‘ﬁz i"pz id]%
0 N—sK-2-Mm 0

via Theorem 5.4.20.

Theorem 5.6.6. The maps & and p of Notation 5.6.5 do make sense, they are well defined
and they are bijections.
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Material not on the exam but strongly suggested if you are seriously interested in algebra

Proof. We use Notation 5.6.5 throughout the proof.

’Step 1 : the sequence (6.5.1) makes sense.‘ To make sure that S makes sense on
coker(¢, f1), by Lemma 5.2.1, we have to show that:

ker (fooprp, ) 2 im(¢, fi) <= 0= fyoprp o(¢, f1) = fio fo,

where the last composition is zero by P, being a resolution.

Step 2: The sequence (6.5.1) is exact.‘

o We have

coker (Pl (d)’—fl))

/{ (¢, £p) |[pep }

So, for the injectivity of o we have to prove that fi(p) = 0 implies ¢(p) = 0.
This is equivalent to:

ker f1 C ker ¢ CT> im f, Ckergp <= ¢o fo=0 < ¢ € ker Hompg(f2, N)

which holds by assumption.

o Surjectivity of 8 is immediate as it is defined as the composition of surjective
maps.

o To see that ker § = im « note first that by ker fo = im f; we get that

N @ im fr
e = / {@w. 1) |[peny %9

We see immediately that im o C ker 5.

For the opposite containment, take an element of ker 3, which is by (6.6.k)
represented by some (n, fi(p)) € N @im f; for some p € Py. In the quotient
of (6.6.k), this is the same element as

(n - ¢(p)7 fl(p> - fl(p)) = (77, - ¢(p>7 0)7
which is in im a.
So, to summarize we proved Step 1 & 2, which together imply that the definition of
& makes sense.

’ Step 3: £ is well-defined. ‘ We have to show that &(x) does not depend on the choice
of representative ¢ of z. For this take another representative ¢’. Then ¢—¢' = 1o fi,
for some 1) € Homp(Py, M). We define the R-module homomorphism

Gyt N@Po — N@PO
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We note that gy is an isomorphism, as g_, is an inverse to it. In particular, g,
induces an isomorphism

- <P1 Gy N@P0> s <P1 @ N e Py g—¢>M@P0> ?im <P1 @) M@P()) .
(6.6.1)

It follows that g, descends to the quotients by the above images, which is the middle
vertical arrow in the following diagram:

an n, B:=[fooprp,|
0 N 20 coker <P1 @1 N @ Po) PR M 0 (6.6.m)
[9v]
o sl ’ B':=[fooprp,]
. ol DI . < PR N P0> 0Ptro] o 0

We claim that (6.6.m) is a Yoneda equivalence, which will conclude the proof of Step
3, as the two rows of (6.6.m) are the two exact sequences given by defining &(x) using
¢ and ¢, respectively.

To prove our claim we have to check that (6.6.m) is commutative, which amounts
to checking that the two squares commute:

o For the first square we need to show that [gy] o & = /. However, this equality
holds even before quotienting out by the images in (6.6.1). The argument is as
follows (where [_] denotes passing to the corresponding equivalence classes in
the quotients):

[9u] 0 a(n) = [gy(a(n))] = [gy(n,0)] = [(n,0)] = &/ (n)

o We need to check that 5o [gy] = 8. This is checked in the following computa-
tion, where p € Py and n € N:

B o [gy]([n, p]) = B'([n — ¥(p),p]) = folp) = B([n, pl).

This conlcudes Step 3, and hence the map £ is well defined.

’Step 4: pw makes sense." To prove that p makes sense we have to prove that the

—¢. € ker Hom(f2, N), so that —¢, defines a class in Exth(M, N). However, this is
equivalent to

¢, € ker Hom(fo, N) <= ¢,0fa=0 ? O=vo0¢,0fo=1,0 f10fo

7 is injective

Here the last composition is zero, as P, is a chain complex.

Step 5: p is well—deﬁned." There are two ambiguities with which we have to deal:

idy can be lifted to two different elements of Homp (P, N), and z can be replaced
by another Yoneda equivalent Yoneda extension:
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o If ¢/, is another lift of idy in (6.5.j), then it is homotopy equivalent to ¢, by
Theorem 5.4.20, i.e. there exists an R-module homomorphism hg : Py — N
such that ¢, — ¢, = hg o f1. Here we use the convention that whichever map
or group is not written out in a complex, it is zero, hence strictly speaking
we apply Theorem 5.4.20 to the extension of (6.5.j) to a diagram where all
vertical arrows are drawn in, and they are all zeros, except the ones in the
diagr am. In particular, then all the arrows of our homotopy left of hg are also
zero automatically.

The equation ¢, — ¢, = hg o f; means that —¢, and —¢/, define the same class
in Exth(M, N).

o If 2/ is another Yoneda extension

0 N

such that z and 2’ are Yoneda equivalent via
N—sK-—>M
Nk oM
then take the R-module homomorphisms as in (6.5.j) for z. Note that via (6.6.n)
we also get the corresponding homomorphisms for z’:

0

0 0

J2

P, B MmO M 0
h ¢- h ¥- h id
¢Z1\ wz,\ \\\\ <
AN AN AN
0 N K M 0
\ v N\ é N\
N N\ l N\
N N\ N\
N\ ,Y/ \ 5 N\

0 N K’ M 0
(6.6.0)

Diagram (6.6.0) shows that in fact ¢, = ¢,/. This shows that z and 2’ define
the same class in Exth (M, N).

This concludes Step 5.
’ Step 6: £ o p=id: ‘ Let z be the Yoneda extension

4

0 N-'.K M 0

Let ¢, and 1, be defined as in (6.5.j). Then, to prove this step, we need to show
that the Yoneda extension z is Yoneda equivalent to the Yoneda extension {(—¢;).
For this, let v+, : N@® Py — K be the R-module homomorphism that sends (n, a)
to y(n) +1,(a). Then we have the following equalities of homomorphisms, and their
implication on a containment between submodules of N & FPy:

Yod=10fi = (Y+¢:)o(=¢: f1) =0 = im(—¢;, f1) C ker(y +¢).
In particular, by Lemma 5.2.1, v 4 ¢ descends to a homomorphism

[y + 9] : N@Po/im(—¢z,f1)_>K‘

61
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Consider then the following diagram

a:n—[(n,0)] NGP B:=fooprp,
L T (—0=7) g
| Joee |
0 N 5 K s M 0
(6.6.p)

We verify that diagram (6.6.p) is commutative:
o for any n € N we have [y + ¢.](a(n)) = v(n) by the definition of v+ ¢, and

o for any (n,p) € N & Py we have

[y +1:l(n, p)) = 6(v(n) + 2 (p)) T (¢ (p)) T fo(p) = fo(prp, (n,p))

dovy=0 ‘ (6.5.j) commutes ‘

Hence (6.6.p) yields a Yoneda equivalence between z and £(—¢,). This finishes the
proof of Step 6.

’Step 7:po& = id." Conversely, given an R-module homomorphism ¢ : P, — M
such that ¢ o fo = 0, we have to prove that —¢ is a lift of idy in the following
diagram, which means that we can fill in the diagram with —¢ and another R-

module homomorphism ) : Py — N @ Fo / im(e, f1) such that the diagram becomes

commutative:
P, f2 P, fi Py fo M 0
| |
() H idas
\J [foopr ]
N Po/ Py
v o a:n—[(n,0)] 1m(¢7 fl) M 0
(6.6.q)

For this, let us take ¢ (a) = [(0,a)]. This makes the right square of (6.6.q) commute.
Then the morphism —¢ : Pi — N makes also the left square of (6.6.q) commute,
because

a(=¢(p)) = [=¢(p), 0)] T [(0, f1(p))] = ¥ (f1(p))-

in NGBPO/

im(¢, f1)

O]

Remark 5.6.7. We note that one can define also a group structure on the set of
Yoneda extensions modulo Yoneda equivalence. This way the map of Theorem 5.6.6
becomes even an isomorphism of groups. As the proof of Theorem 5.6.6 is already
quite long, we do not cover this detail in this course.
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5.7 VARIATIONS ON THE SAME THEME

We conclude our homological algebra discussion with some remarks about generalizations.
This is in fact an immense topic, so we just mention a very few directions out of all:

(¢]

If one reverses all arrows, one obtains injective resolutions. Then, by using injective
resolution of N and then applying the functor Hompg(M, _) one obtains another definition
of Ext-modules, which can be showed to be isomorphic to the one we gave.

One can do the projective story we did, or the injective one of the previous point in
general for additive left- /right-exact functors.

Instead of working with modules, one can in general work with abelian categories.

One can make a general framework, where Theorem 5.5.6 becomes integrated into the
objects, and in which setting some variant of Hom becomes exact. This is the theory of
derived categories, which can be further generalized to oco-categories, where the analogy
with topology gets even stronger.

The cohomology theories mentioned in Section 5.1 use the above abelian category ap-
proach, or they work with specific resolutions (such as De-Rham forms or simplices in a
fixed topological space).

End of 7.
class, on
30.10.2023.
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Chapter 6

Fundamental notions of algebraic
geometry

From now, until the end of the lecture notes, all rings are commutative (and with identitiy
as always).

The reason is that from now all material falls into the domain of commutative algebra. This
area of mathematics goes hand in hand with algebraic geometry. In particular, the rest of
the lecture notes is largely motivated by algebraic geometry. Hence, in the present chapter we
cover some basic notions and theorems of algebraic geometry. For some of that we need the
following assumption:

(In this chapter, F' is an algebraically closed field. )

As the goal of this section is to make a plan for the rest of the course, as well as to put
this plan into context, we state a few theorems in the present section, for which the proofs can
be found in later section. We box these statements with a box similar to the one around the
assumption a few lines above.

Algebraic geometry, as a first approximation, has a “classical” and a “modern” approach.
The classical approach deals with the geometry of subsets of F™ (and its generalizations in
the projective space which we do not cover in this course, see the “Algebraic curves” course
next semester if you are interested). This then translates to algebra in Flxq,...,z,]. One of
the goals of the present chapter is to explain this dictionary, how one translates between the
geometry in F™, and algebra in F[zy,...,z,]. However, this translation also opens doors to
associated a geometric space to an arbitrary ring (and again its global version called schemes
that we do not cover in this course, see the “Modern algebraic geometry” course if you are
interested). The other goal of the present chapter is to explain how one arrives to this general
geometric object called the Spectrum of a ring.

6.1 ZARISKI TOPOLOGY

We introduce the main objects of classical algebraic geometry.

Definition 6.1.1. An algebraic set is a subset of F™ of the form
V(fi,oo fr) i={ (c1,...,cn) € F" | Vj: filer,...,ca) =0 },
for some finitely many fi,..., fr € Flz1,...,zy).

Notation 6.1.2. For an ideal I C Flzy,...,z,] we define

V() :={(c1,....,cn) € F* |VfET: fler,...,cn) =0} (1.2.a)
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We note that for any choice of fi,..., fr € Flx1,...x,]|, wehave V(fi,..., fr) =V ((f1,-.-, fr))-
Since F[z1,...,xy,] is Noetherian by the Hilbert Basis Theorem (Theorem 3.3.1), every ideal
I C Flxi,...,xy] is finitely generated. Hence, the subsets of F™ of the form V(I) are exactly
the algebraic sets.

Proposition 6.1.3. Let I, J be ideals of F[x1,...,x,]|. Then,
(1) V(Flz1,...,25]) =0 and V((0)) = F™.
(2) If I C J, then V(I) 2 V(J).

(3) V(IINJ)=V{IJ)=V({I)UV(J), where IJ = (ab € Flz1,..., ) | a€l,beJ) isthe
ideals generated by the products.

(4) VI +J)=VI)NV(J]), where I+J ={ a+b€ Flay,...,zn] |a€I,b€ J } is an
ideal of Flx1,...,xy).

Proof. This will be an exercise on the exercise sheet. O

Corollary 6.1.4. There is a topology on F™ such that the closed sets are exactly the algebraic
sets in F™.

Proof. Immediate from Proposition 6.1.3. O

Definition 6.1.5. The topology of Corollary 6.1.4 on F" is the Zariski topology. We call the
closed sets, that is, the algebraic sets, Zariski closed sets, and we call the open sets Zariski
open.

Example 6.1.6. For n = 1, a non-empty subset W of F' is Zariski closed if and only if it is the
vanishing locus of some 0 # f € F[z]. As non-zero polynomials over algebraically closed fields
can be factored into the product of linear terms, we see that this is equivalent to say that W
is a finite set of points.

Remark 6.1.7. Consider the case of F' = C. In this case we have two topologies at our disposal:
the Zariski topology and the usual topology. To distinguish between the two, when speaking
about both, we usually call the latter the Euclidean topology on C”. It is immediate from
the definition that Zariski closed sets are also closed in the Euclidean topology. However,
not the other way around. For example, on C the only Zariski closed sets are finite subsets,
by Example 6.1.6. However, there are plenty of infinite closed sets in euclidean topology, for
example { z € C ‘ 2l <1}or{a+bieC } a,beZ }.

The benefit of Zariski topology is that it is very restrictive, as we have seen in the previous
paragraph. This has many convenient consequences, that are crucial for the foundations of
algebraic geometry. For example:

o Many operations do not lead out of the Zariski world. One typical example is taking
image with respect to polynomial maps, which is the notion of morphism used in algebraic
geometry.

o All non-empty open sets of F™ are dense. This means that algebraic geometry is a very
“rigid” geometry, many local properties globalize easily.

o Etc ...

Also, Zariski topology exists over an arbitrary field, whereas this cannot be said about the
Fuclidean topology. However, we should note that there are ways of putting “Fuclidean like”
topologies on F'™, such as the “étale topology”, but this is way beyond the scope of the present
course.
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6.2 WEAK NULLSTELLENSATZ

One goal of the present chapter is to explain that the notions introduced in Section 6.1 are
in fact properties of the ring F[z1,...,x,]|. In the present section we start by explaining that
the points of f™ are in bijection with the maximal ideals of F[x1,...,x,]. This is called the
weak Nullstellensatz.

Example 6.2.1. Let F be an algebraically closed field. Then:

(1) The only maximal ideals of F[z] are of the form (z — ¢) for ¢ € F.

(2) Fixey,...,c, € F. The multiplication of polynomials is defined so that the map ¢ :: Flzq,...

F defined by ¢(f(x1,...,2n)) = f(c1,...,¢,) is a homomorphism. Additionally this ho-
momorphism is surjective. We claim that ker¢ = (x1 — ¢1,...,2, — ¢y). Indeed, as
x; — ¢; € ker¢ the containment ker¢ O (r1 — c1,...,2, — ¢y) is immediate. For the
reverse containment consider the composition

//—\

F= [xla"'uxn]/(.ivl_Cla--'vxn_cn)?»'F’

where 5 is induced by ¢, and hence its kernel is induced by ker ¢. In particular we obtain
that ¢ = (1 — c1,...,2, — ¢p) if and only if ¢ is an isomorphism. For that, it is enough
to show that the left horizontal map is surjective, or with other words that each class

of Flzy,... ’$n]/(a;1 —c¢1,...,x, — c,) s represented by a constant, which is immediate,
using the relations [z;] = [¢].
Hence, we obtain that (z; — ¢1,..., 2, — ¢,) is & maximal ideal.

The promised main theorem of the present section is:

Theorem 6.2.2 (Weak Nullstellensatz). If F' is an algebraically closed field then ev-
ery mazimal ideal of Flx1,...,xy] is of the form me, . ., = (x1 —c1,...,2p — ¢p) for
cl,...,cp € F.

The proof of Theorem 6.2.2 is given in Section 10.1.

Example 6.2.3. Theorem 6.2.2 fails for F' not algebraically closed. For example if F' = R,
then (22 + 1) is a maximal ideal of R[x] not of the form as in Theorem 6.2.2. We can also
see that the main step of the proof of Theorem 6.2.2 fails in this case, that is to prove that

F — Flz] / m is an isomorphism. Indeed, ¥ (2] / (22 +1) = C (by sending the residue class of
X toi) and so F — F['I]/(x2 +1) is not an isomorphism.

Corollary 6.2.4. If I C Flxy,...,xy] is a proper ideal, then V (I) # (.

Proof. Since I is a proper ideal, it is contained in a maximal ideal I C m C F[z1,...,x,).
However, according to Theorem 6.2.2, m = (x1 — c¢1,...,T, — ¢y) for some ¢; € F. Hence
(c1,...,¢n) € V(m) C V(I), by the previous proposition. O

Example 6.2.5. The fact that F' is algebraically closed is of fundamental importance for
Corollary 6.2.4 to hold. In fact, consider I = (22 + 1) C R[z]. Then V(I) = §). The issue here
is that when F' is not algebraically closed, then not all the maximal ideals of Fxy,...,z,] are
of the form (x1 —¢1,..., 2y — cy).

’Jjn] —
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6.3 THE SPECTRUM OF A RING

We continue with our goal for the entire present chapter, which is to explain that the notions
introduced in Section 6.1 are in fact properties of the ring F[z,...,z,]. In Section 6.2, we
explained that the points of F" are in bijection with the maximal ideals of F[xy,...,z,]. Here
we show that the Zariski topology itself is also associated to Flx1,...,z,] itself, and that this
leads us to the general topological space of a spectrum of a ring.

Definition 6.3.1. Let R be a ring (always commutative by the assumption at the beginning
of the present chapter). The mazimum spectrum m-Spec R of R is the following topological
space:

o The points of m-Spec R are the maximal ideals of R.
o The closed sets of m-Spec R are the subsets
{mEm—SpecR’le}
where I C R is an arbitrary ideal.
There will be an exercise on the exercise sheet showing that m-Spec R is indeed a topology.

Remark 6.3.2. Definition 6.3.1 is tailored so that the map
F" > (c1y...,¢cn) = (x —c1,...,@ — ¢p) € m-Spec Fz1,...,2,)

is a homeomorphism, if one takes the Zariski topology on F™.

Remark 6.3.2 says that the notion of maximum Spectrum is a generalization of the Zariski
topology to any ring. However, it turns out that this is not the ideal notion, as maximal ideals
are not stable under most of the ring operations. For example, the preimage ¢~ !(m) of a
maximal ideal m via a ring homomorphism ¢ : R — S might not by maximal. For example,
take m = (0) € S =Q and ¢ : R = Z — Q the natural embedding. On the other hand, we
know from “Anneaux et corps” that prime ideals are stable under taking inverse image. Hence
we define:

Definition 6.3.3. Let R be a (commutative) ring. The spectrum Spec R of R is the following
topological space:

o The points of Spec R are the prime ideals of R.
o The closed sets of Spec R are the subsets
{pGSpecR‘pI_)I}
where I C R is an arbitrary ideal.
There will be an exercise on the exercise sheet showing that Spec R is indeed a topology.

Remark 6.3.4. If you take “Modern algebraic geometry” you will learn that there is more
information associated to Spec R than just a topological space. However, for simplicity in this
course we denote by Spec R just the topological space itself.

Remark 6.3.5. There will be an exercise on the exercise sheet showing that the subspace topol-
ogy given by the embedding m-Spec R C Spec R of sets, is in fact the same as the topology
defined in Definition 6.3.1. Hence, Spec R still contains all the information about the Zariski
topology on F™, for R = Fx1,...,xy,], but provides a very well-behaving geometric object for
any ring R.

6.4 NILPOTENT RADICAL, RADICALS
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Material very similar of what we learned in “Anneaux et corps”

Definition 6.4.1. Let R be a ring. Let I C R be an ideal. The radical ideal v/T of
Iis

VI:={reR|3IneNyg : r" eI}
I is said to be a radical ideal if /T = I.

Lemma 6.4.2. Let R be a ring. Let I C R be an ideal. The radical ideal \/T is
indeed an ideal.

Proof. Homework. O
When 1 is the ideal generated by 0 € R, we have a special ideal.
Definition 6.4.3. Let R be a ring. Then the nilpotent radical is
nil(R) :=1/(0) = {r € R| 3n € Nxg : ™" =0}
Lemma 6.4.2 implies that nil(R) is an ideal as well.

Example 6.4.4. (1) R = F[z]/(2?) = nilR = (Z), and has dimension 1 as F-
vector space.

(2) R= F[z,y]/(x?) = nil R = (¥), and has infinite dimension as F-vector space.

(3) R = Flz,y]/(xy,2?) = nil R = (T), and has dimension 1 as F-vector space.
Proposition 6.4.5. Let R be a ring.

(1) nil(R) = (Nycr prime P-

(2) \/j - ﬂ[gpgR pm’mep'

Proof. Théoreme 2.5.17 in the “Anneaux et corps notes. O

6.5 NULLSTELLENSATZ

We continue with our goal for the entire present chapter, which is to explain that the
notions introduced in Section 6.1 are in fact properties of the ring F|x1,...,z,]. In Section 6.2,
we explained that the points of F™ are in bijection with the maximal ideals of Fx1, ..., x,].
In Section 6.3, we showed that in fact, even the topology on F" is homeomorphic to the
algebraically defined m-Spec F'[x1,...,z,]. Here we show that there is a designated ideal of
F[z1,...,x,) associated to each Zariski closed subset of F™.

Definition 6.5.1. Let V be a Zariski closed set in F'™. Then
(V) := { feF[xy,...,zn] | Y(cr,...,cn) €V i f(ery..oyen) =0 }

Remark 6.5.2. Let V' be an algebraic set in F™. Then V(I(V)) =V. Indeed, V C V(I(V)) by
definition of I(V'). Moreover, if we write V.=V (f1,..., f;) for some fi,..., fr € k[z1,...,2y],
then fi,..., fr € I(V), so that V(I(V)) CV(f1,..., fr)=V.

Additionally, it also follows immediately from the definitions that I C I(V(I)).

Example 6.5.3. It may happen that I C I(V(I)).
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(1) In F, V(x) = {0} = V(z?). Hence, I(V(z?)) = ().

(2) Let V be the algebraic set in F'3 defined by I = (22 + zox3,22). That is, V = V(I). Let
us notice that I = (2%, x3). Then,

(c1,09,c3) €V «— C%+6203:0, co=0 < ¢ =0, c?zO = c;1=cy =0.

Hence I(V) = (z1,22) = /(22,22) # (2}, 12) = (27 + 2273, 72).

So, these examples shows that the natural guess that I(V(I)) = I is false. However, it
turns out that there is still a surprisingly nice answer.

[Theorem 6.5.4. NULLSTELLENSATZ If I C Flx1, ..., 2], then I(V(I)) = V/I. ]

Theorem 6.5.4 is shown in Section 10.2.

Remark 6.5.5. Putting together Remark 6.5.2 and Theorem 6.5.4 we obtain that there is a 1-1
correspondence

Zariski closed subsets V C F™|<— |radical ideals I = VI C F[z1,...,25] |

The — direction is given by associating to V the ideal I(V'), while the < direction is given by
associating to a radical ideal I the algebraic subset V(I).
Additionally this 1-1 correspondence reverses inclusion.

Remark 6.5.6. On the exercise sheet, we define the operation I(_) also in the case of Spec R,
and we show that the equality I(V(I)) = v/T holds also in that setting. In fact, the proof is
easier than for Zariski closed sets of F™, and we are able to do it already at this point in the
course. This in particular yields that the bijection between closed subsets and radical ideals
hold also for Spec R.

6.6 IRREDUCIBLE TOPOLOGICAL SPACES AND IRREDUCIBLE DECOMPOSITION

One may wonder that in some settings, the intersections that appear in Proposition 6.4.5
could in fact be reduced to finite intersections, thus yielding a very general prime decomposition
type theorem for ideals. By the dictionary between the algebraic geometry of F™ (resp. Spec R)
and the algebraic properties of F[xy,...,x,] (resp. R) explained above, this is equivalent to
writing every Zariski closed subset of F™ (resp. closed subset of Spec R) as a union of irreducible
closed subsets. Our main goal in the present section is to make sense of the above sentences.
We leave the actual proof to Section 10.3.

Definition 6.6.1. A topological space W is irreducible, if whenever we write W = W1 U Ws
for some closed subsets W; of W, then W = W, for some 1.

Proposition 6.6.2. Let I C Flxy,...,xz,] be a radical ideal. Then V(I) is irreducible if and
only if I is prime.

Proof. Let us assume that V' (I) is irreducible. Let a,b € R := Flx1,...,zy] such that
ab € I, and a,b ¢ I. Then, using that VI = I we have \/(a) € I and /(b) Z I, but \/(ab) C I.
Hence, by Remark 6.5.5, V(a) 2 V(I) and V(b) 2 V(I), but V(I) C V(ab) = V(a) U V(b).
Taking V(a) NV(I) and V(b) N V(I) exhibits V(I) as a union of two closed subsets, none of
which equals V' (I). This contradicts the irreducibility of V'(I).

Let us assume that [ is prime, and let W;UW3 be a decomposition of V' (I) into two proper
closed subsets. Since W; C V', by Remark 6.5.5, I(W;) 2 I(V). So, there are a; € I(W;)\I(V).

As V(arag) = V(a1) UV (a2) 2 Wy UWy = V(I), we have ajas € I, again by Remark 6.5.5.
However, this contradicts I being a prime. O
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Remark 6.6.3. There will be an exercise on the exercise sheet about rewamping the proof of
Proposition 6.6.2 to the case of Spec R. In particular, we may say that Spec R has a point for
each of its irreducible closed subsets.

Proposition 6.6.4. Let W be either a Zariski closed subset of F™ or a closed subset of Spec R
for R Noetherian. Then W can be written as the union of finitely many irreducible closed
subsets. The minimal collection of such irreducible closed sets is unique.

Proof. This is just the dual version of Theorem 10.3.21, taking into account the Nullstellensatz
(resp. Remark 6.5.6) and that:

o if W = J;_; W; is a finite decomposition into closed subsets, then I(W) = (\._; I(W;),
and

o conversely if J =(;_; J; is a finite intersectionn of ideals, then V (I) = J;_; J;.
The proof of Theorem 10.3.21 will be given in Section 10.3. O

Definition 6.6.5. The decomposition of Proposition 6.6.4 is called irreducible decomposition
of W, and the irreducible closed subsets are called the irreducible components of W.

Example 6.6.6. The irreducible decomposition of V (zy,zz) C F? is V(z) UV (y, 2).

End of 8.
class, omn
06.11.2023.
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Chapter 7

Dimension theory

In Chapter 6, we stated our goals for the rest of the course: to prove the results of Chapter 10.
These results depend on two fundamental techniques: dimension theory and localization. In
the present chapter we state the main result of dimension theory (Theorem 7.3.1), which we
will be able to prove only unfortunately at the end of Chapter 9. As in the case of the previous
chapter, we put in framed boxes the theorems for which the proof can be found in later chapters.

7.1 TRANSCENDENCE DEGREE

The main question is what is how to define the dimension of a ring. Whatever it is, it should
be a notion that agrees with our geometric intuition in the case of classical algebraic geometry.
That is, for example the algebraic set F™ should have dimension n. From Chapter 6 we know
that the geometry of F™ should be governed by the ring F[x1, ..., x,], the fraction field of which
is Frac F|x1,...,z,] = F(21,...,%,), the field of rational functions on n variables. These are
n algebraically independent variables, that is, they satisfy no polynomial relations. It turns
out that this idea gives a quite well behaved notion of dimension for finitely generated algebras
over a field in general. This is worked out in the present section.

Let us recall a few notations and notions from the theory of fields extensions. If FF C L is a
field extension, then a(n) (ordered or unordered) collection A of elements of L is algebraically
independent over F' if for any multivariable polynomial f(z1,...,x,) € Flz1,...,2z,] and any
choice of n distinct elements ay,...,a, € A, we have f(a1,...,a,) # 0. We will denote by
F(A) the subfield of L generated by F' and A, and by F[A] the subring of L generated by
F and A. It is crucial that one traces always whether in such a notation A is a subset or a
collection of indeterminant elements. In the latter case, F|z1,...,z,] and F(z1,...,x,) denote
the polynomial ring and the field of rational functions in the variables x1,...,z,. We also note
that by definition F(z1,...,z,) = Frac Fx1,...,x,)].

We also note that if R C L is a subring, then Frac(R) can be identified naturally with the
subfield { tel ‘ r,s € R,s#0 } C L. In particular, this gives the relation F'(A) = Frac F[A].

Definition 7.1.1. If F C L is a field extension, a transcendence basis of L over F is a subset
A C L, such that A is algebraically independent over F' and L is algebraic over F(A).

Remark 7.1.2. The notion of transcendence basis can be thought as the modification of a linear
basis to the situation where we consider polynomial relations instead of linear relations. In
particular, most proofs about transcendence bases have counterparts in linear algebra. Fur-
thermore, the main ideas in these counterparts are the same, but the transcendence basis proofs
are typically a bit more involved because polynomial relations are trickier than linear relations.

Lemma 7.1.3. If FF C L is a field extension, and b € L is algebraic over F(ay,...,an) C
L, then there exists a polynomial f € Flx1,...,2n,y] such that f(ai,...,am,b) = 0 and
flar,... am,y) is non-zero as an element of F(ay,...,am)[y].
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Proof. Consider the minimal polynomial Y, c;y* € F(a1,...,am)[y] of b over F(ai,...,an).
Note that by the paragraph before Definition 7.1.1, the generated subfield is always the fraction
field of the generated subring. Applying this to F(ai,...,a;) we obtain that for each ¢; €

gi(ai,...,am)

hi(at,...,am) and

F(ai,...,anm), we may find polynomials g;, h; € F[z1,...,x,] such that ¢; =
additionally h;(aq,...,an) # 0 for every i. However, then the polynomial

<1:[ hi(a, ... ,am)) (; Myi>

= Z gi(a,...,am) H hj(at,...,am)y" | € F(a,...,amn)[y]
i i

is also a minimal polynomial of b over F(ay,...,ay), and additionally it can be written as

flay,... am,y) for

fl1,.. o zm,y) = Z gi(z1, ..., xy) th(xl, )y | € Floy, . am, )
i j#i
U

Lemma 7.1.4 (Exchange lemma). If F C L is a field extension, and ¢ € L is algebraic over
F(ay,...,am) C L but not over F(ay,...,am—1), then an, is algebraic over F(ay,...,am-1,c).

Proof. Let f € Flx1,...,xy,y] given by Lemma 7.1.3. Write

f(ala ... 7a’mflyxmay) = Z fi,jxf:nyj7
,J

where f; ; € Flai,...,am—1]. By the statement of Lemma 7.1.3 the above polynomial is non-
zero even after plugging a,, into x,,. Hence, f(a1,...,am—1,Zm,y) € F(a1,...,am—1)[Tm,y] is
non-zero. In particular, there are indices i such that the polynomial jfigy € F [a1,...,am—1][y]
is not zero. However, for any such index also Zj fz-,jcj # 0, because c is not algebraic over
F(ay,...,am—1). So, we obtain that the polynomial

Zfz’](ﬂx;n c F[ala ey Am—1, C][.Tm]
i’j

is non-zero. This concludes our proof, since a,, is a root of the latter polynomial. O

Lemma 7.1.5. If F C L is a field extension, A ={ai,...,a,} C L and B ={b1,...,bp} C L,
such that A is algebraically independent over F' and every element of A is algebraic over F(B),
then n < m.

Proof. Let ai,...,a, be the common elements of A and B (r = 0 is allowed). The statement
is clear if » = n. We prove the statement by a descending induction on r. Assume that r < n.
We may assume that a; = b; for ¢ < r. Choose then a minimal subset C' C {b,t1,...,bn}.
Such that a,41 is algebraic over F'({a1,...,a,}UC) = F({b1,...,b.}UC). Note that C' # (), as
ai,...,ar41 are algebraically independent. Let b; be an element of C'. Note additionally that b;
cannot be algebraic over F'(ay,...,a,), because then a, 1 would be algebraic over F(ay,...,a,).
This would again contradict the algebraic idependence of aq, ..., ar41.
Therefore, we may apply Lemma 7.1.4 with

m=r+|C|, ar=a1 ... a =ar, {a41,...,0m-1}=C\{bi}, apm =20;, and c=a,41.

This yields that b;, and then also A, is algebraic over F(BU{ay+1}\{b;}). So, we may replace
B with the latter, and then use induction. O
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Corollary 7.1.6. In the situation of Definition 7.1.1, if there is a finite transcendence basis,
then all transcendence bases have the same number of elements in them.

Proof. 1t follows immediately from Lemma 7.1.5 O

Definition 7.1.7. The transcendence degree trdegy L of a field extension F' C L is the number
of elements of a transcendence basis of L over F'. This is well defined by Corollary 7.1.6 if it
exists.

Before the next lemma, note that being a quotient ring of F[z1,..., 2] is the same state-
ment as being a finitely generated F-algebra.

Lemma 7.1.8. If R is a quotient ring of F[z1,...,Ty], then Frac R has a transcendence basis,
and hence its transcendence degree exists.

Proof. The residues of T; of z; in R generate R as a ring extension of F'. Hence, they also
generate Frac R as a field extension of F. Set Ay := {Z1,...,Tm}. We do not keep track of the
assumption that Ay generates Frac R, but only that Frac R is algebraic over F'(Ap).

If Ag is algebraically independent of F', then it yields a transcendence basis of Frac R over
F by definition (Definition 7.1.1). Otherwise it contains an element Z;, which is algebraic over
the other elements of Ap. In this case set Ay := Ag \ {Z;} and repeat the argument of this
paragraph for Aj replaced by A;. Note that as T; is algebraic over F'(A;). Hence, the entire
Frac(R) will also be algebraic over F(A;). In particular, all our assumptions on Ay will be
satisfied also by Aj.

As there are finitely many elements in Ag, this process will stop with A;, which will be
algebraically independent over F' and over which Frac R will be algebraic. In particular A; will
be a transcendence basis. a

Example 7.1.9. (1) trdegp Frac (F[z1,...,3,]) = trdegp F(21,...,2y) = n.

(2) trdegp (F(l‘l)[l‘ﬂ/(m% + z%)) = 1 because {1} is a transcendence basis of F(l’l)[m]/(m% +zx

over F.
We claim hat F(ml)[azg}/(x% —i—ﬂU%) =~ Frac (R), where R = F[m,m]/(m% —i—w%) (and

hence by symmetry F(ﬂfl)[@]/(ﬁ +a3) = F(:CQ)[:Cl]/([E% + 23) ). The construction of

this isomorphism goes through the following steps:

o Consider F[z1] < Flx1,xa].

o As { f(a:% +x§’) ’ f € Flx1,z2] } = (x% +:1c§’) C Flz1,x2], we have (:1:% +33§) N
F[z1] = {0}. It follows that F|xi] < F[z1,x2] induces an embedding Fz;] —
Flzy, 2] / (22 + 23) = R, the image of which is F'[71], where Z; is the residue class
of z; in R.

o Taking fraction fields we obtain ring embeddings:
F(z1) = Frac F[z1] = F(z;) — FracR

o By definition of R, we have F(7})[T2] = Frac R

o To conclude the argument one needs to show that the minimal polynomial of To over
F(71) is m(t) = 73 +t3. Note that as degm(t) = 3 for this it is enough to show that
m(t) has no root over F(z1) = F(x1). So, assume the contrary, and let £ € F(z)
be a root of m(t). Then we have the following equality in F'(z1):

fe(g)

3
2

)
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Multiplying by h® we obtain another equality, but now in F[x1]:
zih® +¢° =0
However, this is impossible, because 3|deg g%, but degx?h® =2 mod (3).
(3) trdegg C is HUGE.
7.2 DIMENSION OF RINGS

At the beginning of Section 7.1, we agreed that any dimension theory of rings should

attach dimension n to F[z1,...,2,]. This lead us to the notion of transcendence degree,
which then indeed given trdegy Frac (F [1,... ,mn]) = n. However, there is another dimension
notion attached to rings in general (so unlike transcendence degree which is attached to field
extensions), which also yields n for Flz,...,z,]. This stars from the following geometric
intuition:

Example 7.2.1. If F' is an algebraically closed field, then
V(zy,...,2n) S V(z1,...,20-1) -+ C V(1) S V((0)) = F"

is a maximal chain of irreducible closed subsets of F. That is, one cannot fit other irreducible
closed subsets in this chain.
By Nullstellensatz and Proposition 6.6.2, this is equivalent to the statement that

(xl,...,:cn) 2(1'1,---,%1—1) 2 G (x1> 2 (0)

is a maximal chain of prime ideals of F[zy,...,z,]. That is, one cannot fit other prime ideals
in this chain. In deed, if f € (x1,...,2;), then f can be written as f = g + 2} for some
g € (x1,...,2,—1) and integer n > 0. This shows that for any ideal I for which

(:L'l,...,l‘z;l) g IQ (:L'l,...,l‘i)
we have VI = (z1,...,z;).

Example 7.2.1 seems to suggest that the dimension of algebraic sets could be measured by
the length of a maximal chain of closed irreducible subsets. Or, equivalently, the dimension of
rings could be measured by the length of a maximal chain of prime ideals. However, it is not
clear at all if any such chains have the same length, so we define:

Definition 7.2.2. If R is a ring, then the dimension of R is
dim R = sup{ n } 3 a chain of prime ideals pg Cp1 € -+ C pp—1 S pp of R }
If p C R is a prime ideal, then its height is
htp:sup{ n ‘ 3 a chain of prime ideals po Cp1 € - T Pp—1 T Pp=pin R }

Remark 7.2.3. The height corresponds to codimension, when translated to geometry, by similar
heuristics as above.

Remark 7.2.4. By Definition 7.2.2, we have
dim R = sup{ ht p ‘ p C R is a prime ideal }

Remark 7.2.5. Definition 7.2.2 resembles very much the definition of a length of a module
(Definition 3.2.8). The main differences are the following:
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o there we were attaching a number to a module, not to a ring, and

o there in the chain we had arbitrary submodules, here we have only special ones, that is,
prime ideals.

Example 7.2.6. (1) If F is a field, then dim F' = 0.

(2) If R is a PID, which is not a field (for example R = Fx]), then dim R = 1. Indeed, every
non-zero ideal is of the form (f), which is prime if and only if f is prime. Furthermore,
(f) € (g) is equivalent to g being a non-trivial divisor of f, which cannot happen with
primes. Therefore, each maximal chain of prime ideals is of the form (0) C (f), where
f € R is prime.

(3) It is not immediate, but one can prove that dim F'[z1,...,x,] = n; one can obtain this
result for example by combining Theorem 7.3.1 with point (1) of Example 7.1.9.

7.3 THEOREMS SHOWED IN LATER CHAPTERS

Let F' be an arbitrary field.

KWe will prove at the end of Chapter 9 the following: )

Theorem 7.3.1. If R is an integral domain, which is a quotient of Flx1,...,xy] for some
field F, then
dim R = trdegy Frac(R)

And will prove the following special case earlier, at the end of Chapter 8:

Theorem 7.3.2. Let R be a domain, which is a quotient of F[z1,...,xy,] for some field
F. If trdegp Frac(R) > 0, then R is not a field.

We delay the proof of Theorem 7.3.1 and Theorem 7.3.2 until we have the necessary
Kbackground. D

We note that the condition of R being a quotient of F[z1,...,z,] is equivalent to requiring
that R is a finitely generated F-algebra. Here, being an F-algebra can be either defined as
in point (2) of Example 2.1.2, or using that R is commutative as having an injective ring
homomorphism F' < R (in the non-commutative case one has to require that the image of this
injection is contained in the center of R).

End of 9.
class, on
13.11.2023.
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Chapter 8

Integral extensions and Noether
normalization

8.1 INTEGRAL EXTENSIONS

For the proof of Theorem 7.3.2, we have to understand the structure of the quotients of
Flzy,...,x,] much deeper. It turns out that they are very closely related to the polynomial
ring, that is, they are extensions of an adequate polynomial ring with nice properties (Noether
normalization, Theorem 8.3.1). More precisely this extension is integral (also called finite), the
definition of which is our first goal:

Definition 8.1.1. If § O R is a ring extension, then s € S is said to be integral over R,
if it satisfies a monic polynomial with coefficients in R. Here monic means that the leading
coefficient is 1. That is, we have an equation of the form

n—1
s”+Zrisi =0 (1.1.a)
=0

for some 7; € R.
The extension S O R is integral, if all the elements of S are integral over R.

Remark 8.1.2. There was an exercise on the exercise sheet that for every ring homomorphism
¢ : R — S there is an associated continuous map Spec(¢) : SpecS — Spec R that sends
p € Spec S to ¢~ p € Spec R.

In the Going-up theorem (Proposition 9.4.2), we will show that if ¢ is an integral extension,
then Spec(¢) is surjective. Additionally, by putting together a few other statements that we
will learn (Lemma 9.3.5, Theorem 7.3.1 and Theorem 10.3.23), if S is Noetherian and ¢ is an
integral extension, then the fibers of Spec(¢) are finite.

So, integral extensions produce closely related Spectra. For example, if we add the addi-
tional condition of being unramified, which we do not define in this course, then we obtain the
algebraic version of the topological notion of a covering space. In particular, when working
over C, a morphism of algebraic sets is a topological covering space if the corresponding ring
homomorphism is an unramified integral extension. In fact, this latter statement can be even
turned into an if and only if statement using localization, which we will learn in Chapter 9.

Example 8.1.3. (1) v/2 € C is integral over Z because it satisfies the monic polynomial
2?2 — 2. Using Corollary 8.2.1 we will see that in fact the subring Z[v/2] C C yields an
integral extension Z C Z[v/2].

(2) % € C is not integral over Z, because assume that it satisfies an equation of the following

79
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form with r; € Z:

Multiplying by 2" we obtain
n—1
14+ r2"" =0
i=0

which is a contradiction as it would imply that 2 divides 1.
Proposition 8.1.4. In the situation of Definition 8.1.1, the following are equivalent
(1) s is integral
(2) R[s] C S is a finitely generated R-module

(3) R[s|] C S is contained in a subring R C T C S such that T is a finitely generated R-module

Proof. | (1) = (2):|(1.1.a) shows that 1,s,...,s" ! is an R-generator set of R[s].

(2) = (3):| take T' = R|s].
(8) = (1):|Let 1 =wyi,...,yn be generators of T as an R-module, and write

S5 Vi = er,iyj

J

So, the matrix
C = (rji — 0i;5)

with elements in S, multiplies the column vector

n

Yn
to zero. Let adj(C) denote the adjugate matrix of C. Then the following products of vectors,
scalars and matrices over S holds:

Y1 Y1
det(C) | : | =adjc)c| : | =0
Yn Yn

In particular, 0 = det(C)y; = det(C), as y; = 1. However, det C' is obtained by evaluating the
monic polynomial det(r;; — d; jo) € R[x] at s. This shows that s is indeed integral over R. [

Lemma 8.1.5. If T'D S and S O R are ring extensions such that the bigger ring is a finitely
generated module over the smaller, then T is a finitely generated module over R.

Proof. By definition we have an S-module surjection S®* — T for some integer n > 0, and an
R-module surjection R¥™ —» S. By combining these two, we obtain R-module homomorphisms
RO™MM _y GO T, O

Corollary 8.1.6. If T'D> S and S O R are integral ring extensions, then so is T O R.
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Proof. Let t € T be an element of T. We want to show that ¢ is integral over R. Let ag,...,aq
be the coefficients of a monic polynomial that ¢ satisfies over S. Then, q; is integral over R, and

hence also it is integral over R[ag,...,a;—1]. So, by Proposition 8.1.4, R[aq, ..., a;] is a finitely
generated module over R[ag,...,a;—1]. Again, by Proposition 8.1.4, R[ag,...,aq,t] a finitely
generated module over R[ag,...,aq]. By applying Lemma 8.1.5 inductively to the chain

R - R[aO] - R[a‘(]aafl] c---C R[CLO, B 7ad71] - R[a’(]a .. '7ad] - R[G/Oa s ,G/d,t],

we obtain that Rlag,...,aq,t] is a finitely generated module over R. Hence, by Proposi-
tion 8.1.4, t is integral over R. O

8.2 INTEGRAL CLOSURE

Corollary 8.2.1. If S O R is a ring extension, then the elements in S that are integral over
R form a subring of S.

Proof. Let s,s' € S be integral over R. Then, s’ is also integral over R[s]. Hence, by point
(2) of Proposition 8.1.4 we obtain that R][s] is a finitely generated R-module and R[s, s'] is a
finitely generated R[s] module. Then, it follows that R|[s,s'] is a finitely generated R-module,
by Lemma 8.1.5. Point (3) of Proposition 8.1.4 concludes then the proof, as it shows that every
element of R[s, s'] is integral over R, and hence s + §', ss’, and —s are all integral over R. [

Definition 8.2.2. The subring of Corollary 8.2.1 is called the integral closure of R in S. If
R is a domain, then the integral closure of R in Frac(R) is called the integral closure of R. If
the integral closure of a domain R is itself, then we say that R is integrally closed or normal
(these two are synonyms, there is no difference between them).

Example 8.2.3. If R is a UFD, then it is normal. Indeed, choose a and b coprime elements
of R. If { € Frac R is integral over R, then for some r; € R it satisfies

n—1 .
a\”" a\?
(5) +2n(5) =0
=0
Hence, it also satisfies
n—1
(a)" + Z ri (@) 0" = 0.
i=0
This shows that bla™ which contradicts the choice that a and b is coprime, unless b is a unit.

Example 8.2.4. Let F be a field. We have learned in “Anneaux et corps” that Flz,y, z] is a
UFD. Additionally by the Eisenstein criterion x2 — 32z € F[x,y, 2| is prime if there is a prime
element p of F[y, 2] such that p t 22, ply?z, and p? t y?2. Choosing p = z shows that indeed
22 — y2z is prime. Then R := Flz,y, 2] (22 — y%2) is a domain.

2

Denote by Z, 7 and Z the residues of z, y and z in R. Then we have #2 = %, and hence

_\ 2 =
(%) = Z. In particular, % is integral over R.

Let S be the integral closure of R. By the above, we have S O F [%,@} . Furthermore, % and
y are algebraically independent, because otherwise we would get the following contradiction:

2 > trdegp (FracF [%y}) > trdegy Frac(R) T 2.
Yy

7 and Z correspond to the elements of the ideal (2 — y?z) C F[z,v, 2], all of which contains z

y and Z are algebraically independent elements of R, because the relations between the elements ,
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Summarizing, we obtained containments

Frac(R) D § D F [“’ y] SR (2.4.2)

A

‘ & F'[t1,t2], where t; are independent variables

Taking fraction fields we obtain then the containmens
Frac(R) D F(t1,t2) 2 Frac(R).

In particular, Frac(R) = F(t1,t2). By (2.4.a) and by the fact that S is integral over F'[t1, t3] we
obtain that the integral closure of F[t1, t2] contains S. However, the integral closure of F[t1, ts]

is itself by Example 8.2.3. This shows that S = F[t,ts] = F [%,y} :

End of 10.

class, on
20.11.2023. 8.3 NOETHER NORMALIZATION

In these notes, and typically in abstract algebra in general around the world, monomial
means a monic polynomial with only one term. So, if we work over a field F', then this means
an element of the form []7 ; xf’ € Flx1,...,x,]. Note that the French use of language typically
considers non-monic polynomials as monomials too.

Let us explain the idea of the following proof when R is a domain. In that case, one can
find a transcendence basis ti,...,t, € R of Frac(R). Then the elements of R are algebraic
over F[t1,...,t,]. However, it can happen that R is not integral over F'[t1,...,t,], for example
because there are non finite fibers of Spec R — Spec F'[t1,...,t,], see Remark 8.1.2. One can
think about this problem as the ¢; being not general enough, so they do not impose enough
constraints on these non-finite fibers. The solutions is simple: choose the ¢; “general” enough.
The main difficulty of the proof is writing down a notion of being “general” such that this idea
goes through. There is a version of the proof of using linear perturbation, that is, replacing
t; by t; + ct, with an appropriate ¢ € F. Then the main goal of the proof is to show that
there is a ¢ € F that yields an integral extension. Unfortunately, this version works only in
characteristic zero. So, we use another perturbation of type ¢; + ¢/, where m has to be an
appropriately chosen integer.

Theorem 8.3.1. NOETHER NORMALIZATION Let F' be a field, and R is a quotient of F[xy, ..., zp].
Then there is subring S of R such that S = Flt1,...,t;] as an F-algebra and such that R is
integral over S.

Proof. Before starting the proof we also note that x;, y; and ¢; denote indeterminant elements
throughout the proof, while Z; denote the residue classes, or equivalently the cosets of x; in R.
We prove the statement by induction on n.

R F[ﬂfl]/(f(g;l)) for some f(z1) € F[z1]. We have two cases:
o f =0, then R 2 Flt;], and hence we may choose S = F[z1].

o If f # 0, by dividing by the leading coefficient of f(x1), we may assume that it is monic.
This shows that the residue class T; of 21 in R is integral over F'. As R is generated by
71 over F, we may choose S = F'.

So, from now we assume that we know the statement for smaller values of n. Then,
after reordering the variables, by Lemma 7.1.3 we can assume that there is a polynomial
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9(y1,...,yn) € Fly1,...,yn] such that g(Z1,...,Z,) = 0, and ¢(T1,...,Tpn-1,Yn) # 0 as a
polynomial in ¥,. Indeed, otherwise T; are algebraically independent, and hence we may choose
S =R. ‘

Let d be the degree of g, and set ; = y; — 32 for 1 <i <n —1 and for integers N > 1
to be specified later. Consider the polynomial

n—1 n—1
g(yl,---,yn)—g<(y1—yév >+yév ,---,(yn—l—yg)wﬁ,yn)
- n—1 -
=g(y1+y£v ,.--,yn_1+y£¥,yn> (3.1.2)

Let us regard the latter polynomial as a polynomial in y,, over F[g1,...,Jn—1]. Let us assume
that we are able to choose IV such that this polynomial, after possibly dividing by an element
of F, is a monic polynomial § € (F[g1,...,¥n—1])[yn]. Then, by the definition of § we have

n—1 .

~(_ _N _N —
O:g(l'l—ilfn 7"'7$n—1_xn7xn>a

n—1

which shows that 7, is integral over R’ := F [El —zN" T — TN ] As the ring R is a
quotient of an n — 1-variable polynomial ring over F', we may apply our induction assumption.
This yields the subring F[ty,...,t,] =S C R, over which R’ is integral. As R is integral over
R’, we obtain that R is integral over S too, by Corollary 8.1.6.

So, we are left to choose N such that ¢ is monic in y,, after possibly dividing by an element

of F. Let

n

Y ei<d, (cl,...,cnl)#(o,...,O)}

=1

C:{(cl,...,cn)EN"

Choose then an integer N > 1 such that:

(1) for every (ai,...,a,) € C we have

n
d < Z aiN"_i
=1

As all such sums are at least as big as IV, this is true for N > d + 1.

(2) for every (ay,...,an) # (b1,...,b,) € C we have

n

> aiN"TEEY BN (3.1.b)

i=1 =1

This is doable as for each (aj,...,a,) € C the expression Y & ; a;N4~" is a non-constant
polynomial in N, and additionally for different choices of elements of C' this polynomial
is different. Hence, no two of them have common values for big enough N. As C'is finite,
this means that for setting IV big enough we can actually make (3.1.b) hold.

Now, we are ready to conclude that g is monic, after possibly dividing by an element of F'. So,
if all the monomials of g are just powers of %, then § is of the form cgyé + - - 4 c1y + ¢o for
¢; € F. Hence g becomes monic after dividing by c¢4. Otherwise, note that g is obtained from
g by doing the following operations on each mononmial of ¢

n n

n—i\ Ci S ATn—1 .
H Yt H (g]i + yN ) = y2= V""" 4 monomials of lower degree.
i=1 i=1
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So, by the choice of N, the leading term of g is of the form

n .
a; Nn—i
18
i=1

for some (a1, ...,a,) € C. Hence, g is monic in this case too. d

Remark 8.3.2. In the situation of Theorem 8.3.1, if R is an integral domain, then trdeg Frac(R) =
r. Indeed, the inclusion S C R induces Frac(S) C Frac(R) on the level of fraction fields. As R
is generated by integral elements over S, the same elements show that Frac(R) is an algebraic
extension of Frac(S). For the precise argument, consider the commutative square:

VTC—>R o k
Frac S—— (Frac S)[s1, ..., Sp]~—Frac R

As s; is integral over S, it is also algebraic over Frac S. Hence (Frac S)[s1] is a field, and similarly
inductively (FracS)[s1,...,s,] = ((FracS)[sl,...,sr,l])[sr] is a field for every 1 < r < n.
Hence, (FracS)[si,...,sy] is a field, and so (as it contains R and it is a subset of Frac R) it is
equal to Frac R. So, we see that Frac R is algebraic over Frac S.

Note: the only assumptions we used is that R is integral over S and is generated as an
S-algebra by finitely many elements.

8.4 PROOF OF THEOREM 7.3.2

Lemma 8.4.1. Let R be an domain, which is an integral extension of a domain S. R is a field
if and only if so is S.

Proof. Assume first that R is a field. Let s € S\ {0}. Then s™! € R exists. We have to
show that s~! is in fact in S. Since R is an integral extension of S, we may write

for some a; € S. However, then the following equation shows that s~ € S:

n—1
sTh=— E a;s"
i=0

Now, assume that S is a field. Let r € R\ {0}. We may write

n—1
" 4 E a;m* = 0.
=0

Note that as R is a domain, there is at least one non-zero a;. Indeed, otherwise r» would be a
non-zero nilpotent element of R. Therefore, by dividing by an adequate power of r (using that
R is an integral domain), we may assume that ag # 0. Then, the following equation shows that
r has an inverse in R:
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Remark 8.4.2. The proof of Lemma 8.4.1 shows that if S C R is an integral extension of rings
(not necessarily domains!) then s € S is invertible in R if and only if it is also invertible in S.

Proof of Theorem 7.3.2. According to the Noether normalization (Theorem 8.3.1) and Re-
mark 8.3.2, there is S C R, such that S = F[ty,...,t,], and trdegy Frac(R) = r. In particular
r >0, s0 S is not a field. Then R cannot be a field by Lemma 8.4.1. U

Remark 8.4.3. In the situation of the Theorem 7.3.2, the polynomial ring S is a field if and
only if r = 0. Since by Lemma 8.4.1 R is a field if and only if S is a field it follows that R is a
field if and only if » = 0. It is easy to see that an integral domain R has dimension zero if and
only if it is a field. Therefore, we have proven that if R is an integral domain that is a quotient
of Flzy,...,xy] for some field F' then dim(R) = 0 if and only if trdegp Frac(R) = 0. This is a
special case of Theorem 7.3.1
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Chapter 9

Localization

The goal of this chapter is to prove Theorem 7.3.1. After Noether normalization (Theo-
rem 8.3.1) the main missing piece is to compare dimensions of two rings involved in an integral
extension (Corollary 9.4.4). For this one has to compare chains of prime ideals, for which it
is essential to develop a tool where one can focus just on a particular part of a chain (as in
that case we can use simple arguments as in Lemma 8.4.1). The corresponding technical tool is
called localization. It is one of the most fundamental tools of commutative algebra, used many
times in most commuative algebra arguments.

In fact, one can localize both rings and modules. The relation between the two is given by
tensor product, which we develop in Section 9.1. Then in Section 9.2 we develop localization.
In Section 9.3 we work out the way localization interacts with ideals. Finally we put everything
together in Section 9.4, where we also show Theorem 7.3.1.

9.1 TENSOR PRODUCT

Definition 9.1.1. Let M, N and P be modules over R. A R-bilinear map ¢ : M ® N — P
is a map satisfying the following identities (r € R, the others are elements of the respective
modules):

(1) ¢(my +ma,n) = ¢(mi,n) + ¢(m2, n)
(2) ¢(m,n1 +ng) = ¢(m,n1) + $(m, ny)
(3) ¢(rm,n) =re(m,n)
(4) ¢(m,rn) =ro(m,n)

Example 9.1.2. (1) If « : S — R and § : T — R are ring homomorphisms, then the
following map is Z-bilinear

SxT R
w w
(s,t) ——a(s)B(t)

(2) Similarly, if « : S — R and § : T — R are F-algebra homomorphisms for some field F,
then the following map is F-bilinear

SxT R
w w
(s, 1) ——=a(s)B(1)

87
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(3) Consider a Z-bilinear map ¢ : Z/QZ X Z/gz — P. Then, for any [y] € Z/QZ and
[z] € Z/37, we have

o[yl [=]) = o(ly], [4x]) = 26([y], [22]) = &([2y]; [22]) = ¢([0], [22])
= ¢(0-[0], [22]) = 0- ¢([0], [22]) = 0

[an}

So, ¢ = 0.
Tensor products are the universal objects for bilinear maps:

Theorem 9.1.3. Let M and N be modules over R. There exists an R-module M ®r N and
an R-bilinear map v : M @& N — M Qg N such that for every R-module P and every R-bilinear
map f: M @& N — P, there exists a unique R-homomorphism [ : M ®@r N — P, such that

fou=f:
vf

M®N4L>M®RNEF); - P
Moreover, the pair (M ®g N, 1) is unique upto unique isomorphism, i.e., if (Q1,t1) and (Q2,t2)
are two such pairs then there exists a unique isomorphism of R-modules o : Q1 — Q2 such that

lg = ol].
Ma&N- Q@

S

Q2

Proof. Let (Q1,j1) and (Q2, j2) be two candidates for M ®@rN. Then by the universal

property there are unique maps jo2 : Q1 — Q2 and j; : Q2 — Q1 such that j, 0 j; = jo and
Jji © j2 = ji. Using the the unicity ji o jo = Idg, and js o j1 = Idg,.

Denote by RM®N | the free R module with basis given by €m,n for some m € M,n €
N. That is, a general element of RM&N ig of the form Z(m,n)e 7 Am,n€m,n for some finite subset

I of M @ N. Let K be the submodule of RM®N generated by elements of the form
(1) emyn+ €ma,n — Emy+man,
(2) emmni + emns — €mnitnas
(3) ermmn — rém., and
(4) emyrn — rémmn.

Then, we define M ®p N to be RM®N /K and m ® n is the image of em,n in M @p N. Lastly,
we define ¢((m,n)) := m ® n. The map ¢ is indeed bilinear, since

(1) additivity in the first variable is verified in the next computation:

t(m1+ma,n) = (m1 +mz) ®n = €my+mam + K = (emhn + emyn) + K =

‘ €mi,n + €myn = €mytman € K ‘

= (emin + K)+ (emon + K) =m1 @n+mo @n = t(m1,n) + t(ma,n),

(2) the other conditions of bilinearity are similar, and we leave it to the reader to check.
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We are left to show that M @ N satisfies the universal property. That is, given a bilinear map
f: M®N — P we have to define an R-module map f : M®N — P as above. We have to have
fou=f, which forces f(m®n) = f(t((m,n))) = f((m,n)). So, using that the elements m ®n
are R-module generators of M @ N, if the R-module homomorphism f exists it is unique. We
just have to show that f is well defined and that it is an R-module homomorphism. The usual
way to show this is that one considers the natural lift f/ : RM®N — P, which in this case is
given with the formula f’ (émmn) = f(m,n), and extend linearly by the universal property of
free modules. Then f’ is automatically an R-module homomorphism, and hence, it is enough
to show that K C ker f' , for which it is enough to show that the generators of K are taken to
0 by f'. We do this below:

(1) fl(em1,n+em2,n_em1+m2,n) = f/(em1,n)+f,(€m2,n)_f/(em1+m2,n) = f(ma,n)+f(mz,n)—
f(m1 + mg,n) = 0, where in the last equality we used that f is bilinear.

(2) the rest is again similar, and we leave it as homework to check.

O]

Proposition 9.1.4. R®r M = M, via the bilinear map ' : R& M — M given by J/((r,m)) =
rm.

Proof. ! is a bilinear map, so we only have to verify the universal property. Let f : ROM — P
be a bilinear map. Assume f : M — P is an R-module homomorphism, such that f = fo /.
Then necessarily f(m) = f(+/(1,m)) = f(1,m). Hence, if f exists, it is unique. Define then f
with the above formula. We have to verify that it is an R-module homomorphism (using that
f is bilinear):

(1) f(mi+me) = f(1,m1 +ma) = f(1,m1) + f(1,me) = f(m1) + f(ma)
(2) f(rm) = f(1,rm) =rf(1,m) =rf(m).
O

Example 9.1.5. In general tensor products can behave very unexpectedly! For example by
point (3) of Example 9.1.2 we have (Z/97) @z (£/37) = 0.

Remark 9.1.6. The elements of M ®r N of the form m ® n are called simple tensors. In the
above examples (Proposition 9.1.4 and Example 9.1.5) each element of M ®pr N is a simple
tensor. This is not the case in general. There will be an exercise on the exercise sheet showing
that if M and N are F-vector spaces, and m1,...,m, and n1,...,ns are F-vector spaces bases
of M and N, respectively, then { m; @ n; | t=1,...,m5=1,...,s } is an F-vectors space
basis of M ®r N. In particular, elements such as m; ® n1 +me ®ne € M ®r N are not simple
tensors.

Remark 9.1.7. Let R be a ring and N an R-module. If we replace Hom(_, N) by _.®g N in the
definitions of Ext’; (M, N), we obtain Torp (M, N). The module N is called flat if the functor
_®pg N is exact.

9.2 LOCALIZATION

Localization is an extremely useful tool. We mention just a few motivations here, but there
are many more.

End of 11.
class, omn
27.11.2023.
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(1) Let F be an algebraically closed field. Consider the rational functions on F?, that is,
fractions f/g of 2 variable polynomials, which contain (0,0) in their domain. This is
equivalent to requiring that g ¢ (z,y). Such functions form a ring (trivially closed under
addition and multiplication). In this case this ring can be easily described as a subring of

F(z,y):
{gem,y)'gg(x,y)},

and is called the local ring at (0,0). One would like to construct similar local ring on
every subset of F'™ defined by polynomial equations. The technical tool that does this
algebraically (so without involving any geometry) is localization.

(2) A more algebraic motivation is that many times, we would like to generalize a statement
known for maximal ideals to prime ideals. This is typically done using localization.

Definition 9.2.1. Multiplicatively closed subset 7' C R is a subset such that 1 € T, and
a,beT =abeT.

Fix a ring R and a multiplicatively closed subset T C R. Consider ring homomorphisms
f: R — S such that every element of f(7') is invertible. The next theorem states that there is
a universal such ring homomorphism. We also need the next lemma:

Lemma 9.2.2. (1) The inverse of every r € R is unique.

(2) If f : R — S is a homorphism of rings and r € R such that r and f(r) are both imvertible,
then f(r=1) = f(r)~L.

Proof. (1) Let s and t be two inverses of r. If = 0, then 0 = s-0 = s -7 = 1, and hence
R = 0. In this case, we have s =t = 0, and so the statement is true. Hence we may
assume that R # 0, or equivalently that 1 # 0. Then:

s—t=(s—t)-1=(s—t)rs=(sr—tr)s=(1-1)-s=0-s=0.

(2) By the previous point it is enough to show that f(r~1)f(r) = 1. However, this follows
from the defining properties of ring homomorphisms
O

Theorem 9.2.3. [EXISTENCE OF UNIVERSAL RING HOMOMORPHISM INVERTING THE ELE-
MENTS OF T.] Let T C R be a multiplicatively closed subset. Then there is a (ring T"'R and
a) ring homomorphism 1 : R — T~'R, such that

(1) every element of L(T) is invertible, and

(2) for any ring homomorphism f : R — S for which every element of f(T) is invertible,
there is a unique homomorphism g : T~ 'R — S such that f = gou:

vf

T

—1p_ _2
R=—>T'Ry-~5 (2.3.2)

In particular, v is unique, that is, if j : R — S’ is another homomorphism satisfying the same
properties as v : R — T~'R, then there is a unique isomorphism h : T"'R — S' making the
following diagram commute:

R—>T7'R

.
-
1R
>
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Proof. The proof of unicity follows the same pattern as we have seen with other
objects defined by universal properties (e.g., Theorem 9.1.3). Homework: work out the details.
We give two proofs. One is short, but it uses polynomial rings of arbitrary variables, and that
we have the usual universal properties for them. In particular this proof is not constructible,
it does not give a way to think explicitly about the elements of the localization. The second
proof is constructible, but the price to be paid is that it is much longer.
Note that by the above unicity the two proof construct isomorphic objects.

| Ewistence 1:|Set R' = R[ x, | r € T ], let
T_lR:R//(t.fUt—lltET)v

and let + : R — T~ 'R be the composition of the inclusion R C R’ with the quotient homo-
morphism R’ — T-'R. Let f and S be as in the theorem. Then by Lemma 9.2.2, f(¢)~!
is uniquely determined for every ¢ € T. By using the universal property of polynomial rings,
there is a unique homomorphism ¢’ : R" — S such that

o ¢'(r) = f(r) for every r € R, and
o ¢'(x;) = f(t)~! for every t € T.

Then ¢'(txy — 1) = ¢'(t)g'(z1) — ¢'(1) = f(#)f(#)™! — 1 = 0. Hence, tz; — 1 € ker ¢’ for every
t € T. We obtain then by the universal property of quotient rings that ¢’ descends to a unique
ring homomorphism g : T~'!R — S. From the construction it follows that g satisfies for every
r € R that

Equivalently (2.3.a) commutes.

For unicity of g, note that given a g : T-'R — S for which (2.3.a) commutes, we can define
¢’ be the composition of g with the quotient homomorphism R’ — T~'R. Then, we see that ¢’
must satisfy the above defining properties by the commitativity of (2.3.a) and by Lemma 9.2.2.
Hence ¢’ is unique, and then so is g.

This part of proof is also similar in some sense to the corresponding part of

the proof of Theorem 9.1.3. That is, we define T7'R as the quotient by an equivalence rela-
tion (although here it is not the quotient of a module, just of a set), and then we check all
the properties. Unfortunately, there are even more details to check here than in the case of
Theorem 9.1.3, so we will leave many of them as homework.

Whatever TR is, it has to contain elements of the form «(r) for every r € R, and also,
if € T, then we have to be able to divide by ¢(r). So, it has contain generally elements
of the form «(r)/u(t) for r € R and r € T. Hence, we want to define T7'R, as the set of
pairs (t,r) (t € T, r € R), where we intuitively we think about (¢,r) being formal fractions
7. The operations then on these pairs have to be the ones corresponding to the above fraction
representation. That is,

(t1,7r1) - (t2,72) = (tit2, m172),

and
(tl, 7"1) + (tg, 7“2) = (tltg, t1ro + tQTl) — (t, T‘) = (t, —’f‘).

We define the zero and unit element to be (1,0) and (1,1). Furthermore, also by thinking about
the intuitive fraction representation, we see that we should introduce some kind of equivalence
relation. The first natural suggestion is that let (¢,7) and (¢,7') equivalent if and only if
tr' —t'r = 0. However, this does not quite give an equivalence relation: take 3 pairs (¢,r),
(t',7") and (¢”,r"), and assume that the first an second are equivalent and so are the second
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and the third. We want to prove that then the first and the third are also equivalent. So, we
know that
t'r=tr', and t"+' = t'r".
We want to prove that tr” = rt””. However, instead by multiplying the first equation by ¢ and
the second by ¢, we obtain:
trt" =o't =t
So, instead of tr” — rt” = 0, we obtained that t'(tr” — rt”) = 0. Since R does not have to be a
domain, the latter does not imply the former. Hence, we have to relax our equivalence relation
to the following:
t,r)=Et, ") tr' —tru=0 Fuel).
Note that this is equivalent to tr’ — t'r = 0 if R is a domain.
Now, we check that the above is an equivalence relation. Assume that we have the 3 pairs
as before. That is, there are v and v” € T', such that
t'ru = tr'u and r't"uv" = t'r"u".
Then we obtain by multiplying the first equation by t”«” and the second by tu that
t"u"tru = t"u"tr'u = tuu"r"t,
or equivalently
t"r —r"t)u"t'u = 0.
Since, T' is multiplicatively closed, u”t'u € T, so indeed, (t,r) = (¢",r").

We now have to check that the operations are well defined on the equivalence classes. We
do the multiplication, and then we leave addition as homework. So, choose two-two equivalent
pairs (t,7), (¢/,7') and (¢,7), (#,#). That is, there are u, @ € T such that

(tr' —rt')u =0, and (7 — 7' )a = 0.
We need to prove then that (t£,r7) and (¢t',7'#) are equivalent. Indeed
ttr' 7 ua = rt’'uti'a = rt'ut' 7a,
or equivalently
(ttr'7 — t't'r)ui,

which concludes proving that multiplication is well-defined using that T is multiplicatively
closed. As we already said we leave addition as homework. Hence, we are ready with well
definedness of operations. We also have to check that the operations yield a ring, that is, + is
associative (1,0) is identity for +, etc. We leave this also as homework.

We define then ¢ as «(r) = (1,7). (Homework: this is a homomorphism. Actually, the
operations on T~! R are defined exactly so that this holds.)

We have then for any t € T', that «(¢) = (1,¢) is invertible as (1,¢) - (¢,1) = (¢t,t) = (1,1).

We are left then to show the universal property. So, assume we are given a ring homomor-
phism f : R — S, such that f(t) is invertible for all ¢t € T'. The we define g((t,r)) := f(t)~ ' f(r).
Indeed, this is the only map that satisfies f = g o¢. So, we are done with unicity. We are left
to show that g is well defined and that it is a ring homomorphism.

For the well definedness, choose two equivalent pairs (¢,7) and (#',7). That is, there is an
uw € T, such that u(tr’ — rt’) = 0. Then applying f to this equality, we obtain

F)(f@f07) = f(r)f({E) =0

Since f(u) is invertible, we may multiply with f(u)~!, and obtain f(¢)f(r') — f(r)f(¥') = 0.
However, then

g((t.r) = F@O) T f(r) = fFE)THF0) = g((t',1")).

Finally, g is a ring homomorphism, by the computation below.
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tr)(t', ")) = g((#t',rr')) = f(#) " f (') = fO ) () f0) = g((E7) g ()

tr) + () = g((tt',tr' +rt')) = f(tt')" f(tr' +rt') = f(O)7Lf )T FOFC0) +
(NfE) = fO )+ fE) ) =g r) +9(( 7).

O

Notation 9.2.4. The element (¢,r) from the 2nd existence proof of Theorem 9.2.3 is usually
denoted by 7. Computation with these is done as usually with fractions, keeping in mind that

/

two fractions like this 7 and % can be equal even if they are not equal in the traditional sense
as fractions, that is even if ¢tr' — rt’ # 0, but u(tr’ — rt’) = 0 for some u € T

Remark 9.2.5. Fix a ring R a multiplicatively closed subset S C R, and let ¢ : R — S™'R
be the structure homomorphism. Then in Corollary 9.3.9 we will show that Spec(t) can be

identified with the embedding of the topological subspace { p € Spec R } pNS =10 } — Spec R.

Example 9.2.6. (1) In the situation of Theorem 9.2.3, by the 2nd proof of existence we
obtain that

0

:1€T1R}:{T€R‘HUGT: urzO}: UAnnR(u)

kerL:{rER
ueT

,
1
(2.6.b)

For example,

(i) if 0 € T, then we have kerv = R

(ii) If R is a domain and 0 ¢ T, then we have ker:. = 0

(iii) In general if T' contains no zero divisors, then ker: = 0.

(iv) f R=F@ F for afield F,and T' = {(1,1),(0,1)}, then ker: = F'& 0. Additionally,
as we are inverting only two elements, which become the same in T7~!'R, we obtain
that ¢ is surjective. Hence:

T_IR:F@F/F@()%F.

(2) If R is a domain and 0 ¢ T, then the universal property of localization shows that there
is a natural ring homomorphism 7' R — Frac(R) sending 7 to 7. The identifications are
the same in 7' R and in Frac R hence the above ring homomorphism is a ring embedding.

Hence, if R is a domain and 0 € T', then it is easier to understand T~'R as the following
subring of Frac(R), as opposed to a standalone ring:

T 'R= { % € Frac(R) ‘ teT } C Frac(R)

(3) If T = {1, f, f,...} for some f € R, then

Ry =T'R= Rl /s, _ 1),
b n /(f 1)

‘ Notation for T~ 'R in this special case. ‘ ‘ As in the 1st proof of existence in the proof of Theorem 9.2.3.

We note that this localization, similarly to the other ones mentioned below, is extremely
important in algebraic geometry. Indeed, in this case the subspace corresponding to the
localization, see Remark 9.2.5 for explanation, is:

{pGSpecR\pﬁ{l,f,fQ,---}ZV)}?{pespecR\f¢p}=(8pecR)\V(f)

p is prime
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Hence, topologically this localization gives an open set of Spec R defined by one element
of R. We call these open sets the principal open sets of Spec R and they form a basis of
the topology.

Specific examples:

(i)

(iii)

If R = F[z] and f = x, then Ry = F|[x], is often denoted by F[z,z71], and as R is

a domain it is equal to
{gEF@)neN}

xn
As we hinted on earlier if F' is algebraically closed, this is the ring corresponding to
the Zariski open set D(x) C F. On the level of topology, this is a clear statement by
Remark 9.2.5, but there is more to it, which we do not make precise in this course
(and in particular it is not an exam material).

If R=7Z and f = p is a prime, then Ry = Z, is equal to the following, again using

that R is a domain:
{ % €eQ|2eN }
p

As we hinted on earlier this is the ring corresponding to the Zariski open set D(p) C
SpecZ. On the level of topology, this is a clear statement by Remark 9.2.5, but
there is more to it, which we do not make precise in this course (and in particular
it is not an exam material).

If R is not a domain then things become trickier. For example consider R =
F[w,y]/(xy’ y?). Then nil(R) = (y), where by abuse of notation y denotes the
residue class of y in R, and dimp (nil(R)) =1 as Anng(y) = (z,y).

1. If f = x, where we denote by x the residue class of x by abuse of notation,
then Anng(z"™) = (y) for every n > 0. Hence, kert = (y). Therefore, by

~Y

the universal property of quotients, R/(y) = F[l‘»?/]/(y) = Flz] injects into
R;. With other words, R, is a ring extension of F[z]. Consider then the
following commutative diagram, the details of which are explained right below
the diagram.

R : Flz)t ! Flal,
\% DL
Ry
Here ¢ and j are localization homomorphisms, £ is the above explained quotient
homomorphism, and ¢ is the embedding also explained above.
Concerning the other homomorphisms, « is obtained by the universal property
of localization applied to the triangle given by j and ¢. It is injective, because

of the following: a general non-zero element of F|x], is of the form % where

0# f € Flz] and i > 0, therefore « (%) = o(f) (qb(w)*l) cannot be zero as ¢
is injective and hence ¢(f) # 0.

Additionally, if we apply the universal property of localization to the triangle
given by ¢ and jo&, then we obtain 5. By the unicitiy in the universal property
of t : R - R, we have a o f = idg,. This shows that « is also surjective and
hence an isomorphism.
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2. If f =x — 1, then by point (1) above

ker: = U Anng ((z —1)").

i>0

We compute Annpg, ((x—1)%). So, take h € F[z,y] such that h(z—1)" € (zy, y?).
Then, y|h(x — 1)*, which implies that y|h as x — 1 and y are relatively prime
elements of F[xz,y]. So, we may write h = gy, and hence g(x — 1)* € (z,y). As
(z,y) is a prime ideal and (z — 1) & (z,y) we obtain that g € (x,y), and hence
h € (zy,y?). This shows that Anng ((z —1)%) = 0.

As a consequence we obtain that ¢ is injective and hence, R(,_) is not a domain,
contrary to the case of f = x above.

The key is that in the primary decomposition (explained later in Chapter 10)
of R, one has a primary ideal the radical of which is (x,y). Hence, localization
at x € (x,y) behaves differently than localization at x — 1 & (z,y).

(4) If p C R is a prime ideal, then for T = R\ p, T"!R is denoted by R,,.

Geometrically R, is the ring of local functions on Spec R around p. This is in fact the
origin of the name local ring. We can even use this principle outside of algebraic geometry,
for example to meromorphic functions. If O is the ring of entire functions on C and m C O
is the maximal ideal of functions vanishing at 0, then the meromorphic function version
of Weierstrass’s perparation theorem says that in fact O,, is the ring of meromorphic
functions that contain 0 in their domain. The contents of this paragraph is only to widen
our point of view, it is not exam material.

For example,

(i) If R = Flz], and p = (z), then R, is the ring
Flal) = { ) ¢ p ' 9(0) £ 0 }

(ii) If R =17, and p = (q) where ¢ € Z is a prime number, then R, is the ring

Z(q)—{je(@’qh}

(iii) If R = Fla, y]/( , and p = (x), then a F-vector space basis of R is

zy)
]" x? y’ x27y27x3’ yg’ A

Out of these basis elements, the powers of = are the ones contained in (z). So, T'
consists of those elements of R that have non-zero coeflicients at one of the basis
elements 1,y, 2, .. ..

In particular, if t € T\ (y), then ¢t has a non-zero coefficient at the basis-element 1
and hence Anng(t) = 0. On the other side, if ¢ € T'N (y), then Anng(t) = (x). So,
we obtain that ker: = (x). Similarly to the argument of point (3.(iii).1) we obtain
that R, is a ring extension of R/ (z) = Fly]. Using that that all polynomials in y
are inverted, as in point (3.(iii).1), we obtain that R, = F(y).

(5) If S C R is a ring extension, and p C S is a prime ideal, then R, denotes T-'R for
T = S\ p. For a specific example, let us take S = F[z?] C F[z] = R and two choices of
prime ideals p C S.
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(i) If p = (2%) € S = F[2?], then T = F[z?%] \ (z?), and hence

F[x]p:{meF(x)

Let us compare this to the other localization

ag #0, f(x) € Flx] } (2.6.c)

> i @i

By the above two descriptions F'[x], C F[z]). To understand the difference, we

Fla) = { JY ¢ p)

ap # 0, f(x) € Flz] } (2.6.d)

need to understand when we can write £ € F(z) such that = { g as P such
9 Do 4iT
that ag # 0. This is equivalent to the equation

gh=f (Zn: aix%) .
=0

This is always doable by setting h(z) = f(z)g(—x), as g(x)g(—z) is of the form
Y paiz®. Indeed if char F = 2, then g(z)g(—z) = g(z)?, which is of the stated
form, and char F' # 2, then s(z) = g(z)g(—x) satisfies the equality s(z) = s(—x)
and hence all its odd degree terms are zero.

To sum up, we obtain that the rings (2.6.c) and (2.6.d) agree (as subrings of F(x)).

(i) If p = (22 — ¢) for some ¢ # 0,1 and F = F is algebraically closed, then we will
show soon that F'[z], has two maximal ideals (z — y/c) and (z + \/c). We will also
learn soon that on the other hand the localization at any prime ideal of F[z] is a
local ring. So, in particular, contrary to the case of p = (22), here the localization
is not isomorphic to the localization of any prime ideal of F[x].

The above two separate behaviors of localizations at prime ideals of S geometrically
corresponds to whether Spec R — Spec S is ramified or not over p € Spec.S. We mention
this only as intuition, it is not exam material.
Finally we note that practically all the above localizations and their ordinary or strange
behaviors have geometric meanings. You can learn more about this in the algebraic geometry
courses at EPFL.

Definition 9.2.7. Let M be a module over a ring R, and T a multiplicatively closed set. Then
we define T-' M just as we defined 7! R in the 2nd proof of existence for Theorem 9.2.3. That
is, it is the set of formal fractions 3t (m € M,t € T') subject to the equivalence relation = given
by

/

?E% — JueT : ult’'m—tm')=0.

We leave it as a homework to show that T-'M is a T-'R module where operations then
are defined as follows for every 2, ™ € T-'M and % € T~'R (one has to show that these

ot
operations are well defined):

m m’ t'm4tm’
o7 + = t—; and

m _ rm

,
TV T w-

Note that via the natural map R — T 'R, the T77'R module T~'M also comes with a R-
module structure.

We will prove on the exercise sheet that 7'M = M @ T~ 'R.
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Remark 9.2.8. We observe that for every ¢t € T' the multiplication map is an isomorphism on
T—'M. The module T~'M comes with a natural R-module map i M — T~'M defined by
the formula m ~ 7. This map is universal for morphisms into modules satisfying the property
that multiplication by elements of T" are isomorphisms. More precisely, for every homomorphism
¢: M — N where N satisfies the above property there exists a unique morphism ¢: T-'M — N
such that ¢ = o ip 7.

Example 9.2.9. If M is a module over a domain R, then by definition Mpacr = (R\0)™'M
is generated as a Frac(R) module by the R-module generators of M. Hence, by definition
Mf¥yac r = 0 if and only if the natural map & : M — Mpyac g is zero, where {(m) = 5. However,
by the same argument as for rings in (2.6.b), one can show that ker { = UteR\{o} Anny;(t). So,
we obtain that Mg, g = 0 if and only if each element of M is annihilated by some element of
R\ {0}, or with other words if and only if each element of M is torsion.

9.3 LOCALIZATION AND IDEALS

Definition 9.3.1. If I C S is an ideal and ¢ : S — R is a ring homomorphism, then the
extension of I via ¢ is defined as I¢ := R - ¢(I).

If J C Ris an ideal and ¢ : S — R is a ring homomorphism, then the contraction of J via
¢ is defined as J¢ := ¢~ 1(J).
Remark 9.3.2. Obviously I°¢ D I and J C J.

Remark 9.3.3. In the situation of Definition 9.3.1,if I = (f1,..., fr), then I¢ = (¢(f1), ..., o(f)).
In the case of contraction one cannot write such an easy formula. So, one could guess at first
sight that extensions behave better than contractions. For the point of view of Commutative
algebra, the situation is in fact the opposite contraction preserves primeness and maximality
of ideals, see Lemma 9.3.6 and Corollary 9.3.7. However as shown by the following example,
extension does not preserve these properties.

Example 9.3.4. Consider S = k[z?] C k[z] = R.

(1) For I = (2?) = k[2?]2? C k[2?], I°® = k[x]2® C k[z] is neither a maximal or a prime ideal.

(2) Let Z — Z[i] be the embedding of the integers into the Gaussian integers. The prime
number 2 is no longer prime in the ring of Gaussian integers. In fact 2 = (1 4 4)(1 — 1)
and neither (1 + ¢) nor (1 — ¢) is a unit in Z[i], hence the ideal (2)¢ is not prime, since
neither (14 ¢) nor (1 —4) is in (2)°.

(3) For J = (x) C k[x], I¢ = (22). So, contraction of prime is prime.

(4) However, contraction of maximal ideal is not necessarily prime, for example for the ho-

momorphism Z < Q we have (0)¢ = (0). Here, the (0) in Q is maximal, but the (0) in Z
is not maximal.

Lemma 9.3.5. If S C R is an integral extension, and J is an ideal in R, then S/J¢ — R/J
1 an integral extension too.

Proof. J€ is exactly the kernel of the composition S — R — R/J. Hence, ¢ : S/J¢ — R/J is
an injection. Furthermore, ¢ is an integral extension, because for every [r] € R/J, we have a

n—1
r’ + E a;r' =0
i=0

in R (a; € S). This induces a similar relation in R/I:

monic

n—1

[+ laillr] =0,

=0
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where [a;] € S/J¢. O
Lemma 9.3.6. If ¢ : S — R is a ring homomorphism and J C R is a prime ideal, then so is
Je.

Proof. Choose a,b € R such that ab € J¢. Then ¢(ab) = ¢(a)p(b) € J, which implies that ¢(a)
or ¢(b) € J, which then in turn implies that a € J¢ or b € J€. O

Although above we have seen that contraction in general does not preserve maximality of
ideals, it does preserve it for integral extensions, as stated in the next corollary. Furthermore,
for integral extensions this implication can even be reversed in the adequate sense:

Corollary 9.3.7. Let S C R be an integral extension, and p C R a prime ideal. Then p is
mazimal if and only if so is p°.

Proof. According to Lemma 9.3.5, S/p® C R/p is an integral extension of domains. Then we
apply Lemma 8.4.1. O

Proposition 9.3.8. Let T' C R be a multiplicatively closed set of a ring, and consider the
structure homomorphism v : R — T R.

(1) For any ideal J C TR, J° = J. In particular, every ideal of T~ R is extended.
(2) For any ideal I C R, I°° = J,er(I : u), where (I :u):={reR|urel }.
(8) For an ideal I C R, I¢ = (1) if and only if TN I # .

(4) If p C R is a prime ideal such that T Np =0, then p*© = p. That is, there is a one-to-one
correspondence (via extension and contraction) between prime ideals of R avoiding T and
prime ideals of T"'R.

Proof. (1) The inclusion J° C J is a consequence of the definition. We prove that J C J° as
follows. Take 7 € J. Then | = % - %€ J, and hence r € J¢. However then § = %% e Je.
(2) By definition
r s
Jé = 0
(>

finite °

ri € Rit,eT,s; €1 }

Since we may write
risi 2isitilljuty

i ET B Hz t; ’
we may simplify
I° = {;’teT,seI}.
Then, r € I° if and only if T = 3 for some ¢t € T and s € I, if and only if (rt — s)u = 0
for some u € T
Now, in this situation rtu = su € I and tu € T, so r € (I : tu).
For the other direction, if 7 € (1 : t) for some ¢ € T', then rt = s € I. In particular, § = {.
(3) We have:

IF=(1) ? I = (1) ? le(I:t)forsometeT < TNI#.

‘ t(1) =1 as it is a ring hommorphism ‘ ’ by point (2) ‘
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(4) Choose t € T. By point (2), it is enough to show that (p : t) = p. Obviously (p: t) 2 p.
For the other containment, let » € (p : t), that is, rt € p. Then, since p is prime, and
t & p by assumption, r € p.

We also have to show that p® is a prime ideal. So, let %,% € T~'R, such that %% € p°.
However, then ¢ € p° too, and then ab € p® = p. This implies that a € p or b € p, from
4 p p P p p
where we obtain that ¢ € p© or g € p°.
O

Corollary 9.3.9. Fiz a ring R a multiplicatively closed subset T C R, and lett: R — T~ 'R be
the structure homomorphism. Then, Spec(t) can be identified with the tautological embedding
{ p € Spec R ‘ pNT =0 } < Spec R (that is, it takes p to p), where the topology on the first
space is just the subspace topology given by this embedding.

Proof. Let us identify p € T~! Spec R with p¢ € Spec R. By point (4) of Proposition 9.3.8, this
way we identify Spec T~'R with a subset X = { p € Spec R ‘ pNT =10 } of Spec R.

We are left to show that the topology on Spec T~'R identifies this way with the corre-
sponding subspace topology. The closed sets in the first topology are given by the sets of the
form V(J) for an ideal J C T~!R. For the second topology the closed sets are the sets of
the form X N V(I) for an ideal I C R. We can obtain one from the other by the assign-
ments V(I) N X — V(I¢) and V(J) — V(J¢) N X. It is enough to show that if we perform
these two operations one after the other in both directions, then we get the identity. As by
Proposition 9.3.8, J° = J, it is enough to show that the following composition is the identity

VIDHNX = V(I = VI€)NX

As I°¢ D I, it is enough to show that if a prime ideal p € X contains I, then it also contains
I¢¢. By the description of I°¢ from point (2), it is enough to show that (I : u) C p for every
u € T. That is, that if ru € I for some r € R and u € T, then r € I automatically. However,
as p € X we have pNT = () and therefore u ¢ I. Hence, by the prime property, 7 € I has to
hold. O

Definition 9.3.10. A ring is called local if it has a unique maximal ideal.
Corollary 9.3.11. If p C R is a prime ideal, then R, is a local ring.

Proof. m := pR,, = p® is a (proper) prime ideal according to (4) of Proposition 9.3.8, and since
all the other elements of R, are invertible (since they are of the form § for r,¢ € R\ p), m is
a unique maximal ideal (as it contains all the elements that a maximal ideal can contain, i.e.,

the non invertible ones). O

Example 9.3.12. If R = k[z,y] and p = (z), then R, = k[z,y],) is a local ring, with maximal
ideal being R,z C R,. In fact, this is the only non-zero prime ideal of R,. To see this, we use
point (4) of Proposition 9.3.8. That is, if ¢ C R,z is another prime ideal of R,, then it is the
extension of a prime ideal ¢ C p. However, such ¢ is necessarily zero by the following short
argument: if 0 # f € ¢, then as ¢ C (z), we have % € R. However, then using that ¢ is prime,
and that ¢ # (x) and hence x ¢ ¢, we obtain that % € q. Iterating this, we obtain that % €q
for every ¢ > 0, which is impossible.

End of 12.
class, on
04.12.2023.




100 CHAPTER 9. LOCALIZATION

9.4 LOCALIZATION AND INTEGRAL DEPENDENCE

Proposition 9.4.1. If S C R is an integral ring extension and T C S is a multiplicatively
closed set, then T~'S — T R is also an integral extension.

Proof. The map T—'S — TR is defined by sending + — 3.To show that T-'S - TR is
injective, we have to show that # is zero in T~ 'R if and only if it is zero in T~1S. However, in
both cases this is equivalent to an existence of u € T', such that us = 0.
To get the integrality, choose 7 € T ~!R. Then we have a monic relation

n—1
r”+2airi =0, a; €8S.
i=0

Dividing this by ¢" yields a monic relation for § over

Proposition 9.4.2 (Going-Up Theorem). Let S — R be an integral extension.

(1) If p C S is a prime ideal, then there is a prime ideal ¢ C R, such that ¢gN S = p.
Addendum: if there are prime ideal p’ Cp C S and ¢ C R, such that ¢ NS =p’, then we
may choose q such that ¢’ C q.

(2) Let ¢ C ¢ C R be prime ideals. Then qNS #¢' NS.
Proof. (1) Choose p C S prime. Then

(i) Sp — R, is an integral extension according to Proposition 9.4.1.
(ii) Sy is a local ring according to Corollary 9.3.11, with maximal ideal m := pS,.
Choose now, any maximal ideal n of R,,. According to Corollary 9.3.7, nN.S), is a maximal

ideal, hence nNS), is necessarily m. Define ¢ then to be the contraction of n along R — R,,.
We have the following commutative diagram:

St R (4.2.2)

L
in
Lp

Sp——=R,

Js

Using the notations of the diagram:

gns = L_lq = L_ljﬁln = jglL;In = jglm =p,

where we used point (4) of Proposition 9.3.8 in the last step.

For the addendum, just note that by point (3) and (4) of Proposition 9.3.8, ¢'R, is a
proper ideal, such that jgl(q’Rp) = ¢’ (we are using that ¢’ NS = p’ C p and hence
¢ N (S\p)=0). Hence, we may pick n to contain ¢’R,, and hence, ¢ := jgl(n) contains
/
q.
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(2) Assume the contrary, that is, p := ¢N S = ¢’ N S. Perform then the same localization
construction as above, pictured in (4.2.a). As above, ¢R, C ¢'R,, are proper prime ideals,
as they avoid S\ p, and hence their contraction in R is ¢ and ¢’ respectively. Also, their
contraction in \S), are prime ideals that contract to p. Hence, these two contractions are
equal:

pSp,=S,Ng=S,N¢.

Hence, by Corollary 9.3.7, using that pS, is maximal, both ¢R, and ¢'R, are maximal,
which is a contradiction.

O]

Example 9.4.3. Using localization, one can give many examples of ring extensions S C R
that are not integral extensions, and hence Proposition 9.4.2 fails for them. For example:

(1) If S = Flz] € F [z,27'] = R, then by point (4) of Proposition 9.3.8 tells us that all
prime ideals of S can be lifted to prime ideals of R, except (z), as that is the only prime
ideal intersecting the multiplicatively closed set T' = {1, z, 22, ...}.

(2) If S is a UFD, and R = Frac(S), then by Example 8.2.3 we see that S C R is as not
integral as possible. Also, as R has a single prime ideal (0) C R, only (0) C S lifts to R,
and if S has other prime ideals, then they do not lift to R. For example if S = Z, then
(p) does not lift to R for every prime p € Z.

Corollary 9.4.4. Let S C R be an integral extension. Then, dim S = dim R.

Proof. (1) For every chain pg € --- C p, C S of prime ideals, we have a chain ¢o C --- C ¢, C
R of prime ideals, such that ¢f = p;, by applying inductively point (1) of Proposition 9.4.2.
This shows dim R > dim S.

(2) For every chain gy € -+ € ¢, € R of prime ideals, we obtain a chain py € --- C p, C S,
by setting p; := ¢f according to (2) of Proposition 9.4.2. This shows dim S > dim R.
U

Corollary 9.4.5. Let F be a field. Then dim F[zy,...,z,] =n.

Proof. We prove the statement by induction on n. For n = 0 it holds because F' is a field. For
n = 1 we have already shown it in point (2) of Example 7.2.6, as F[x1] is a PID. So, we only
have to show the induction step.

We may easily exhibit chains of length n:

0C (21) € (w1,22) C - C (21, .., %n).

Hence, dim F'[z1,...,z,] > n, we only have to show the opposite inequality. That is, we have
to show that for every chain of prime ideals

PoCp1 S Cpp CFlzy,...,xy) (4.5.b)

r < n. First, we may assume that pg = 0. Second, choose any 0 # r € p;. Then, by the prime
property there must be a prime factor s of r contained in p;. However, then we may replace
p1 by (s), that is, we may assume that p; is principal. By reindexing the variables, we may
assume that s & Fxy,...,z,—1], and hence the residue classes 71, ...,Tp—1 of z1,..., 2,1 are

algebraically independent in R := F[z1,... ,xn]/(s)
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By Noether normalization there is F[ty,...,t] =2 S C R, such that S C R is integral.
Consider then the following commutative diagram

F[Z1,...,Tn_1|C
£ I~

F(T1,...,Tn1)— (F(Z1,...,Tn-1))[@n]— Frac R

The relation s between the Z; shows that T, is algebraic over the field F(Z1,...,Tp—1).
Hence, (F(El, o ,En,1)> [Z,] is a field, which contains R and is contained in Frac R. Hence,

(F(fl, . ,En,l)) [Z,] = Frac R, and consequently

l ? trdeg Frac (F[xla - 7mn]/(5)> ? trdegp <(F(§1, . ,En_l))[fn]) =

FracS C FracR is alge- ‘ (F(j17 . 757171))[5"] = FracR‘
braic by Remark 8.3.2

End of 13.
class, on
11.12.2023.

T trdegF F(fl, ce ,Tnfl) =n—1.

‘En is algebraic over F(T1,...,Tn-1) ‘

In particular, by induction we know that dimS = n — 1. Then, Corollary 9.4.4 implies, that
dim R = n — 1 too. However, (4.5.b) yields a chain of length » —1 in R, so r —1 < n— 1, which
concludes our proof. ]

Proof of Theorem 7.5.1. Let S := Flxy,...,z,] =: S C R be the Noether normalization. Then
r = trdeg Frac(S) = trdeg Frac(R), and dim .S = dim R by Corollary 9.4.4. So, it is enough to
prove that dim S = r, which was shown in Corollary 9.4.5 O

Remark 9.4.6. It is important in Theorem 7.3.1 that R is the quotient of a polynomial ring.
Indeed, we have seen in an exercise that the statement of the theorem fails for F[z] in general.



Chapter 10

Nullstellensatz and primary
decomposition

10.1 THE PROOF OF WEAK NULLSTELLENSATZ

In the following proof we use the notation me,, ., = (x1 —c1,...,2p —¢n) € Flz1,..., 2]
introduced in Theorem 6.2.2.

Proof of Theorem 6.2.2. Let m C Flx1,...,x,] =@ Rbeamaximal ideal. Then k := Fly, ... 7xn]/m
is a field which is a quotient of a polynomial ring over the field F'. Moreover, k contains F' be-
cause of the (injective) ring homomorphism F — Flzy, ... 7xn]/m Then trdegp k = dimk =0
by Theorem 7.3.1; thus, k is an algebraic extension of F'. But F' is algebraically closed, so k D F
is the trivial extension. Let ¢; :=Z; € k = F. Then me, ., C ker(Flz1,...,2,] = k) = m.

Since me, ... ¢, is maximal and m is a proper ideal, we obtain mc, . ., =m. ]

n

10.2 THE PROOF OF NULLSTELLENSATZ

Proof of Theorem 6.2.2. |\ I C I(V(I)):|if f* € I, then by definition 0 = f™(cy,...,c,) =

(flets... cn))" for every (ci,...,cn) € V(I). Thus, f(ci,...,c,) = 0 for every (ci,...,c,) €
V(I), which means that f € I(V(I)).

VI D I(V(I)):| As F[z1,...,2,) is Noetherian by Theorem 3.3.1, we may fix generators
fi,..., f» for the ideal I.

Set R := Flz1,... 7$n]/[ and fix g € I(V(I)). Let g be the residue class of g in R. We

want to show that g € v/T or equivalently that g € nil(R). Note that the latter is equivalent to

the localization Ry being 0. Indeed, Ry = 0 if and only if the multiplicative identity element

% € Ry is zero if and only if ¢° = ¢g° -1 = 0 for some s > 0, where the last equivalence is

explained in point (1) of Example 9.2.6.

To sum up, by the previous paragraph we have to show that Rg = 0. By point (3) of
Example 9.2.6 this is equivalent to showing that R[$n+1]/(a;n+1§ — 1) = 0. However, by the

correspondence theorem (Proposition 2.2.12), we have

R[er’l]/(.’L'n-i—lg — 1) = F[:El’ t ,l‘n+1]/J for J = (fla SRR fmxn—i—lg - 1)

Hence, it is enough to show that J = (1), for which by Corollary 6.2.4 it is enough to show that
V(J) = 0. For that assume the contrary and take (c1,...,¢p41) € V(J). Then, the following

103
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computation, which gives an impossible equations on elements of F', yields a contradiction:

0? (mn+1g—1)(cl,...,cn+1):cn+1-g(cl,...,cn)—chnH-0—1:—1

\ (c1,... cns1) € V(J) \ \ (c1,... cny1) EV(I) => (c1,...,cn) € V() \

10.3 PRIMARY DECOMPOSITION

In this section, we learn the irreducible decomposition promised in Section 6.6. The main
statement of Section 6.6 was either for closed Zariski subsets of F™ or for closed subsets of
Spec R for R Noetherian. By Nullstellensatz (Theorem 6.5.4 and Remark 6.5.6), this statement
is equivalent to an intersection decomposition of radical ideals. That is, every radical ideal I
in either F[xy,...,z,] for F algebraically closed or in R for R Noetherian can be written as a
finite intersection of prime ideals:

T
I= mpr
i=1

However, it turns out that the algebra side is richer. One can show a similar decomposition
theorem for arbitrary ideal I in a Noetherian ring R. This can also be viewed as the gener-
alization of prime decomposition theorem in a UFD to a decomposition theorem for ideals in
arbitrary Noetherian ring. More precisely products of elements are replaced by intersection of
ideals. The price to pay for having such a general statement is that the notion of prime power
elements of a UFD gets replaced with the rather convoluted notion of primary ideals:

Definition 10.3.1. An ideal I C R is primary, if
abel = a€lordn>0:0"€l.

Proposition 10.3.2. Let R be a ring and I C R and ideal. The following are equivalent:
(1) I C R is primary, and
(2) every zero divisor in B/ is nilpotent.
(3) for every zero divisor r € R/[ we have (R/])T =0.

Proof. The equivalence (1) < (2) follows from from Definition 10.3.1. Then, the equivalence
(2) & (3) follows from point (1) of Example 9.2.6 as in the proof of Theorem 6.5.4. O

First, we draw further analogy between prime power elements in a UFD and primary ideals
by showing that primary ideals have also a “root” that is a prime ideal:

Proposition 10.3.3. If I C R is primary, then /I is the smallest prime ideal containing I
(with respect to containment).

Proof. Every prime ideal p containing I automatically contains v/I, so it is enough to show
that /T is prime.

Take 2y € VI, such that z & v/I. Then there is an n > 0 such that (zy)" = z"y" € I.
Furthermore, for the same n, 2™ ¢ I (since ¢ +/I). Then, as I is primary, there is some
integer m > 0, such that (y™)™ = y™™ € I. However, then y € /1. O

Definition 10.3.4. If p = /T for some primary ideal I C R, then we say that I is p-primary.

Example 10.3.5. (1) (p") C Z is (p)-primary for every prime number p € Z.
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(2) More generally, if R is a PID, and p € R is a prime element, then the (p)-primary ideals
are all those of the form (p") for n > 1. Indeed, if I is an ideal contained in (p), then
by the PID property I = (r) such that p|r. So, we may write r = p"s where n > 0 and
(s,p) = 1. If I is additionally (p)-primary, then s must be a unit, as otherwise s would not
be contained in I, but at the same time no power of p” would be contained in I. Finally,
ideals of the form (p™) are indeed primary as y in Definition 10.3.1 has to be divisible by
p and then some power of it is contained in (p™).

The implication of “prime power” property of primary ideals worded in Proposition 10.3.3
can be reversed in the case of maximal ideals, but not for general prime ideals. We show the
former in Proposition 10.3.7 and we give an example of the latter in point (4) of Example 10.3.8.

Lemma 10.3.6. Every non-invertible element r € R is contained in a mazrimal ideal.

Proof. Since r is not invertible, R/ (r) # 0, hence it has a maximal ideal m, the preimage of
which in R is a maximal ideal of R containing 7. O

Proposition 10.3.7. If I C R is an ideal such that /I = m is mazimal, then I is m-primary.
Proof. By the assumptions of the proposition nil (R / [) — VI / J = n is a maximal ideal.

Hence, every prime ideal of R / J contains n, which implies by the maximality of n that n is
the only prime ideal of 1 / I. According to Lemma 10.3.6 then all the elements of (R / I ) \n
are invertible. So, every zero-divisor of 12 / J has to be in n and hence is nilpotent. O

In the next example first in points (1) and (2) we show how Proposition 10.3.7 can be used
to show that certain ideals are primary. Second, in points (3) and (4) we show how general
primary ideals in a Noetherian ring behave much more erratically than prime power elements
in a UFD. In (3) we show that unlike p-power elements for a fixed prime element p of a UFD,
which are countably many up to multiplication by a unit, p-primary ideals for a prime ideal p
can have arbitrary big cardinality. This example would like to convey the message that it is
not easy to “list” all the p-primary ideals for a fixed prime ideal p. On the other hand, point
(2) of the example tells us that although it is much trickier than for prime power elements,
but for a maximal ideal m in a Noetherian ring R the m-primary ideals still can be “listed” as
much as we can understand all quotients of the local ring 12 / m- On the other hand, point (4)
of the example puts the nail into the coffin by showing that when one considers a non-maximal
prime ideal p then even such a listing of p-primary ideals is not possible.

Example 10.3.8. (1) Let (z1,x2) C F|x1,z2] be the maximal ideal of polynomials vanishing
at the origin, then any monomial ideal of the form (zf,§) is (21, z2)-primary. Indeed,
we have

(mla:EQ) 2 (l’{,l’g) (:Elal?) = (xhx?) = (l’{,l’%),

2
/]\
‘(1‘1:1‘2) is Prime‘ z1 € \/(29573) and 2 € m

and hence we may apply Proposition 10.3.7.

(2) Let m be a maximal ideal in a Noetherian ring R. Then we show below that an ideal I
is m-primary if and only if m O I O m" for some n € Nyj.

For one direction if m O I D m", then we have m C VI C vVm”™ = m and then we may
apply Proposition 10.3.7.

For the other direction as R is Noetherian we may find a finite generator set m =

(ri,...,7rs). Then by Proposition 10.3.3 there is an integer [ > 0 such that ré- el

for every j. But, then for N = [(j — 1) + 1 we have m’¥ C I by the pigeon-hole principle
applied to the powers of the generators of m”" (which are monomials in r;j of degree N).
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(3) We use point (2) to show that there are at least as many m = (z,y)-primary ideals in
R = F[x,y] as the cardinatlity |F|, where F' is a field. Indeed, it follows directly from
point (2) that for any a € F' the ideal m, = (xQ, y?, xy, ax + y) is primary. Additionally
for different choices a € F' the ideals m, are different, as in any linear polynomial 0 #
cx + dy € mg we have ¢ = a.

(4) Proposition 10.3.7 does not hold for maximal replaced by prime, which we show in this
example. Consider Flz,y] D (z) 2 I := (22, 2y) 2 (2?), which implies that VI = ().
We claim that [ is not primary.

Indeed: zy € I, x & I, but y™ & I also holds for all integers n > 0.

Definition 10.3.9. Let I C R be an ideal. [ is (intersection) irreducible, if it cannot be written
asI=11NI fOFIgIhIQ CR.

We call I decomposable if it can be written as a finite intersection I = ﬂgzl I; where the I;
are irreducible.

Proposition 10.3.10. If I C R an ideal in a Noetherian ring. Then I is decomposable.

Proof. Assume that [ is not decomposable. Then it cannot be irreducible. So, we may write
I = I; N I, where none of the I; equals neither I nor R. Then since, I is not decomposable,
(after possibly swapping the indices) I3 is also not decomposable. By repeating the process for
11, and then continuing indefinitely, we obtain an infinitely increasing chain of ideals, which is
a contradiction. O

Lemma 10.3.11. If I is an irreducible ideal in a Noetherian ring R, then I is primary.

Proof. We want to verify Definition 10.3.1 for I. That is, let ab € I, and we need to prove
that either a € I or there is an integer [ > 0 such that b' € I. We note that a € T is implied
by (I : b) = I (by the assumption ab € I), and b' € I is implied by (b') + I = I. As the
irreducibility of I is our only assumption on I, the only thing we can do is to write I as the
intersection of ideals as above. So this is what we do below:

For j € N, the ideals (I : ) form an increasing chain. By Noetherianity, the chain has to
stabilize, that is, there exists n € Nxg such that for any j > n, (I : %) = (I : b"). We define
J:=(I:b"),and K := (b") + I.

Claim. KNJ =1.

Proof. 1t follows immediately from the definitions that I C J N K. Hence, we only
need to show that every r € K N J is contained in I. This is shown by the following
implications:

r=s+tb" = rb" = sb" +tb*" :T> te(I:0")=(:b") = r=s+tb" el

‘byrerorsomeselandteR‘ ‘rEJ:>rb”€I‘

As [ is irreducible, the above claim implies one of the following: either
(1) J=1I,then I =([:b") D> (I:b)D1,s0(I:b)=1and hence a € I, or

(2) I =K, then b" € I.
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Lemma 10.3.12. If I and I' are p-primary ideals of R, then so is I NI .

Proof. Consider ab € I N I', and assume a & I N I'. Then (by possibly swapping I and I’),
a ¢ I. Since I is p-primary, there exists an integer n > 0 such that ™ € I. This is equivalent
to saying that b € p. However, then (by possibly increasing n), b € I’ also holds. That is
I'N I is indeed primary.

We are left to show that VI NI’ = p. As VI =T’ = p, it is immediate that VI NI’ C p.
For the other containment, take » € p. Then there are integer n,m > 0 such that " € I and
r™ ¢ I'. However then r"™™ ¢ INI', andsor € VINI.

O

Putting together the statements of Proposition 10.3.10, Lemma 10.3.11, we obtain the
following result on the existence of a decomposition into primary ideals in a noetherian ring.

Corollary 10.3.13. Let R be a Noetherian ring and I C R be an ideal.
Then, there exists a decomposition
n
=&
i=1

where the I; are primary ideals such that p; := \/I; are all distinct.
Furthermore, we may assume the following minimality condition:

foranyi=1,...,n, I; 2 ﬂlj
J#i
Definition 10.3.14. The decomposition of an ideal I C R whose existence is claimed in
Corollary 10.3.13 is called minimal primary decomposition.

Example 10.3.15. Let I = (22, 2y) C F|[z,y], for some field F. Then a minimal primary
decomposition is I := (x) N (22, y). The minimality here is immediate, so we only why I :=
() N (2%,y) holds. By definition, the elements of (z) N (x2,y) are polynomials of the form
f = g2 + hy for arbitrary g,h € Flx,y] such that x|f. However, as x and y are relatively
prime this means that x|h. So, if we write b’ := % then we obtain that f = gz? + h/zy for
arbitrary g, h' € Flx,y]. This concludes the proof of I = (z) N (22, y).

Is this decomposition unique? Not quite, as for example, we may write I := (z)N (22, 2y, y’)
for any integer j > 0. On the other hand, in either case, the radicals of the two factors are (x)
and (x,y). It turns out that this is unique, which we prove below.

Material not on the exam but strongly suggested if you are seriously interested in algebra

Definition 10.3.16. Let R be a ring, let I C R be and ideal, and let M be an
R-module.

(1) A prime ideal p C R is called an associated prime (or component in some uses
of language) of M if p = Ann(m) for some m € M.

(2) The associated primes of R / J are called the associated primes of I.
The set of associated primes of M (resp. I) are denoted by Ass(M) (resp. Ass([)).

The definition of Ass(I) is an abuse of language, as it is really the set of associated
primes of the R-module R / J. However considering the associated primes of I itself
as a module over R is not too interesting, as it is a subset of the associated primes
of R, this is a widespread notational practice.
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Recall that for an R-module M and m € M, the ideal Ann(m) is defined as
Ann(m) := {r € R | rm = 0}. The following characterization of the associated
primes of I then follows from Definition 10.3.16.

Proposition 10.3.17. If I C R is an ideal, then p is an associated prime of I if
and only if p= (I : x) for some z € R.

Proposition 10.3.18. Let I C R be a p-primary ideal, and x € R. Then
(1) if x €I, then (I :z) = (1),
(2) if x & I, then (I : x) is p-primary, and

(8) if © € I and R is Noetherian, then there is an r € R, such that rx & I and
(I:rx)=np.
Proof. This is immediate from the definition of a the colon ideal.

Choose ab € (I : z) such that a & (I : ). That is, abx € I, but ax ¢ I. Then
by Definition 10.3.1, there is an integer n > 0 such that " € I. Hence, b"x € I,
whence 0" € (I : ). This shows that (I : z) is primary.

We have to also show that \/(I:2) = p. As I C (I : z), we have p = I C
\/(I : x). For the other direction, take b" € (I : x) for some integer n > 0. Then:

V'eel = Im>0: )" =b""¢€el ? bep

‘ x ¢ I and [ is primary‘

So, we obtain that /(I : ) = p indeed holds.
We start with the following claim:

Claim. Ifx € I and (I : x) # p, then there is t € R, such that tx & I and
(I:2) < (I:tx).

Proof. Choose s € p\ (I : z). Since \/(I : ) = p, there is an integer n > 1,
such that s” € (I : z). Fix a minimal such integer n. Then the following
holds:

o s" 1 & (I:z)and hence s" 'z ¢ I, and
o (I:s" ') D(I:x),as (I:2)Fse(l:s" ta).

Hence we may set t = s" ! O

By applying iteratedly the above claim we obtain an increasing chain of ideals
(I:2)C (I:t12) € (1 :tat1) ..., (3.18.a)

unless for some n we reach to a point where p = (I 1T H?’Zl tj>. In the latter case,

we can set 7 = [[7_; #;. So, we may assume that the chain (3.18.a) goes on forever.
However, this contradicts Noetherianity. O




10.3. PRIMARY DECOMPOSITION 109

Proposition 10.3.19. Let R be a ring and x € R. If I1,...,I, C R are ideals, then
(1) (Miey L @) = My (i < @)
2) VI L) = Nz VI

Proof. Both follow straight from the definition. In fact, in the first one finiteness of

the intersection is not even necessary. On the other hand, in the second one it is
important, to be able to pass to a common power. ]

Lemma 10.3.20. Let R be a ring. Let I1,...,1,,p C R be ideals, with p a prime
ideal. If p D (;_, Li, then there exists i such that p 2 I;,.

Proof. Assume the contrary. Then for every i there exists an z; € I; \ p. Then
Il;_, =i € (N;_; Li) \ p, as p is prime, which gives the desired contradiction. O

Our version of primary decomposition that includes a unicity statement is as
follows:

Theorem 10.3.21. In a Noetherian ring R, any ideal I admits a minimal primary
decomposition

Furthermore, the set of prime ideals \/I; is unique, and it agrees with the associated
primes of I.

Proof. The existence of the decomposition follows from Corollary 10.3.13.

Let us compute (! : ) for any = € R, using Proposition 10.3.19:

([:2)= <ﬂ e a:) = ﬂ(I’ :x) (3.21.b)
i=1

=1

By the minimality assumption, for each ¢, we can find

x; € m Ij \ I;.
1#]
By point (3) of Proposition 10.3.18, we may also assume that (I; : x;) = v/I;. Then,
according to (3.21.b), (I : z;) = (I; : ;) = /I;, which shows that every ideal of the
form +/I; is an associated prime.

Now, let p be an associated prime that is p = (I : z) for some x € R. Then,
also p = /(I : ). By (3.21.b) and Proposition 10.3.19, then p = (;_; /(L; : ) =
ﬂz¢ I, V/I;. However, according to Lemma 10.3.20, this means that p = /I; for some
i. O

Finally we state an even more general version of primary decomposition that we
do not prove in this course:

Definition 10.3.22. Let R be a Noetherian ring and I C R be an ideal. Let
{p1,...,pn} be the associated prime ideals of I.

The ideal p; is a minimal associated prime if p; is minimal with respect to inclusion
among the associated primes of I, that is, p; Z p;, for j # <.

If p; is not minimal, then we say that it is an embedded associated prime.
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Theorem 10.3.23. Let R be a Noetherian ring, let I C R be an ideal, and let

be a minimal primary decomposition, as in Theorem 10.3.21. Then, the ideals I;
corresponding to minimal associated primes p; are uniquely determined. That is, if
I = N7, I} is another minimal primary decomposition, then I; = I if p; is a minimal
associated prime of I.

For the proof of Theorem 10.3.23, one can consult Chapter 4 of Atiyah-MacDonald
“Introduction to Commutative Algebra”.

Example 10.3.24. We have seen in Example 10.3.15 that the ideal I := (22, zy) C
F[z,y] admits several primary decompositions I = (x) N (22, 2y,37), 7 > 0. The
associated primes are (), (z,y); thus, (z) is a minimal associated prime, while (z,y)
is an embedded one. Therefore, Theorem 10.3.23 implies that the ideal (x) is uniquely
identified in the primary decomposition of I and the non-uniqueness can only be
induced by the other ideal.
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