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Accuracy of randomized SVD

Consider randomized SVD:

ARSVD = QQTA = PoA (1)

where Q is orthonormal basis of AΩ. For some d ≥ k and ε∗ ≤ 1
2 , if Ω is an

( 13 , δ, d) OSE and (
√

ε
d ,

√
δN, 1)OSE , with probablity 1− 2δ we have:

∥A− ARSVD∥2F ≤ (1 + ε∗)∥A− [[A]]d∥2F , (2)

where [[A]]d is rank-d truncated SVD of A.

■ SRHT: OSE properties satisfied with l = O(d log n
δ log

m
δ ) rows

■ Gaussian: OSE properties satisfied with l = O(d log m
δ ) rows

■ proof not provided, given in [Balabanov et al., 2023]
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Accuracy of randomized SVD (contd)

■ Under the condition (2), quasi-optimality of ARSVD with respect to
Frobenius norm.

■ If (
∑n

i=d+1 σ
2
i )

1/2 = ∥A− [[A]]d∥F is small compared to the k + 1-th
singular value σk+1 = ∥A− [[A]]k∥2 then [[ARSVD]]k almost as accurate as
[[A]]k for all three norms.
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Accuracy of randomized Nyström

Let ΠX be orthogonal projector onto range of X = A
1
2ΩT. We have:

ANyst = (AΩ)(ΩTAΩ)+(ΩTA)

= A1/2(A1/2Ω(ΩTA1/2A1/2Ω)+ΩTA1/2)A1/2

= A1/2ΠXA
1/2

We obtain [Gittens, 2011]:

A− ANyst = A1/2(I − ΠX )A
1/2 = A1/2(I − ΠX )

2A1/2 (3)

= (A
1
2 − ΠXA

1
2 )T (A

1
2 − ΠXA

1
2 ) (4)

■ Since A is SPSD and I − Πx is SPSD, then ANyst is also SPSD

■ Equation (4) allows to use the error bound of randomized SVD
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Accuracy of randomized Nyström (contd)

Since A is SPSD, there is a unique A1/2 that is SPSD, has same eigenspace
as A and A = (A1/2)2

By using the identity:

A− ANyst = (A
1
2 − ΠXA

1
2 )T (A

1
2 − ΠXA

1
2 ),

the goal is to show that ΠX captures well the action of A
1
2 . We use the error

bound of randomized SVD, for some d ≥ k and ε∗ ≤ 1
2 it holds that

∥A 1
2 − ΠXA

1
2 ∥2F ≤ (1 + ε∗)∥A 1

2 − [[A
1
2 ]]d∥2F , (5)

where [[A
1
2 ]]d is rank-d truncated SVD of A

1
2 . We obtain

∥A− ANyst∥∗ = ∥A 1
2 − ΠXA

1
2 ∥2F (6)

≤ (1 + ε∗)∥A 1
2 − [[A

1
2 ]]d∥2F = (1 + ε∗)∥A− [[A]]d∥∗ (7)
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Accuracy of randomized Nyström (contd)

Equation (5) also implies accuracy of truncated approximation [[ANyst ]]k due
to following relation (using triangle inequality and best rank-k approximation
of ANyst , see e.g. instance [Tropp et al., 2017, Proposition 6.1]):

∥A− [[ANyst ]]k∥ξ ≤ ∥A− ANyst∥ξ + ∥ANyst − [[ANyst ]]k∥ξ (8)

≤ ∥A− ANyst∥ξ + ∥ANyst − [[A]]k∥ξ (9)

≤ 2∥A− ANyst∥ξ + ∥A− [[A]]k∥ξ (10)

where ξ = 2 or ∗, so that we have by (6),

∥A− [[ANyst ]]k∥ξ ≤ 3∥A− [[A]]d∥∗ + ∥A− [[A]]k∥ξ (11)
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Accuracy of randomized Nyström (contd)

■ Under the condition (5), quasi-optimality of [[ANyst ]]k with respect to
nuclear norm.

■ If
∑n

i=d+1 σi = ∥A− [[A]]d∥∗ is small compared to the k + 1-th singular
value σk+1 = ∥A− [[A]]k∥2 then [[ANyst ]]k almost as accurate as [[A]]k for
both nuclear and spectral norm.
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