IMPROVED LOCAL WELL-POSEDNESS FOR NONLINEAR WAVE EQUATIONS

In this lecture we shall take advantage of the new estimates derived in the last lecture to deduce a much
better well-posedness result for a certain nonlinear wave equation. To begin with we quickly recall what the
energy method gives in terms of local well-posedness, and will then see that Strichartz estimates allow us to
push this down by half a degree of regularity. What is most remarkable about this example shall be the fact
that we arrive at a sharp local well-posedness result, in the sense that it cannot be improved. This shows the
fundamental significance of the Strichartz estimates.

1. THE MODEL AND WHAT THE ENERGY METHOD GIVES

For simplicity we shall restrict ourselves to the physical space time R'*3, and we shall consider the following
model:
(1.1) Ou = —uy + Au = uf

We note right away that this model is not Hamiltonian, i. e. it does not come with a conserved energy. Thus
it is not particularly physical, but this will not concern us. In order to implement the energy method, we
need to control the L*°-norm of u;. This can be achieved via Sobolev:

n
HutHLOC(]R") S ||utHH§(R")’ s > 5

Since there is already a derivative 0; in u,, this suggests that we should aim for well-posedness in H® with
s> 5 +1,1i. e. for n = 3 this method ought to give local well-posedness in H® with s > g In fact, we have
the following result:
Proposition 1.1. The model (1.1) is locally well-posed in H*(R®) for s > 5. Thus given
5
(fvg) € HS(RB) X HSil(RSL s> 5)

there is T = T(H(f,g > 0 and a unique solution

)HHS(]R3)><H5*1(JR3)>
u € CO[-T,T), H*(R*)) N CY ([T, T), H*~*(R?))

of (L1.1) with

(U7Ut)|t:0 =(f,9)

Proof. Tt is similar to the one of Theorem 2. 1 in lecture 5 and we shall not give all details. To begin with,
we recall from Prop. 2.4 from lecture 4 that the solution of

Oy = F, ¢[0] = (¥(0,-),¢:(0,-)) = (f(-), 9(-))
is given by the Duhamel formula
Vi) = SO0 + [ U= 9P () ds
where we have

sin[(t — )

(U(0)F)(z) = (2m)™" / " /0 e S €0 (s, ) disae.

Observe that

oW OF)@) = Cm) [ [ e cos{(t - )] Fls. ) dude

It is then easily seen that

’|¢t(t7 ')HHS*l(]R") = H(f’g)HHS(R")xHS*l(R") + ||FHL}HS*1(]R")'
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2 IMPROVED LOCAL WELL-POSEDNESS FOR NONLINEAR WAVE EQUATIONS
In order to solve (1.1) (for n = 3) we use a simple fixed point argument in the space
X :=CY%[~T,T], H*(R*)) n CY ([T, T], H**(R?)), s > g
This is a Banach space when equipped with the norm

H“HX = ||u||Lt°CHS([7T,T]><R3) + Hut||L§°H5*1([7T,T]><R3)

Taking advantage of Lemma 2.2 from lecture 5, we deduce that

roy <C-| < ufly-

[ uf ‘utHit‘x’Hsfl([fT,T]xR?’) >

’|L§?CHS*1([7T,T]><

If we then define the map
t
T(0) = SO(f)+ | UG = 9)(02(5.) ds.

we have the mapping bound

IT@)| < Co (£ jesepges +Cs T ||| -

This map is a contraction on
0)cX

HSxHs—1

AN
for T = T(H(f7 g)HHSxHS*l) > 0 small enough, which implies the proposition via the Banach fixed point
theorem. g

2. THE EFFECT OF STRICHARTZ ESTIMATES

Our next goal is to lower the regularity requirements by using the wave Strichartz estimates available in
dimension n = 3. This shall enable us to prove the following

Theorem 2.1. (Ponce-Sideris 1993) Let s > 2. Then given (f,g) € H*(R3) x H*~1(R3), there is
T =T(|(f, g)}’Hs(R3)><HS*1(R3) >0
such that the problem (1.1) with initial data (f,g) at time t = 0 admits a unique solution
ue CO([-T,T), H*(R*)) nC* ([T, T], H*~ ' (R?)).
Proof. This is again based on a fixed point argument, but the space we shall use to contain u will be more

complicated, and based on Strichartz estimates. Given s > 2, which we may assume is in (2, 3]7 pick p > 2
such that

Recall from lecture 7 that if M satisfies % + ﬁ = % then (p, M) is sharp wave Strichartz admissible on R*3.

Then if u is a frequency 1 free wave with data u[0] = (f, g), we have the bound
H“HLfLy(RHS) <C- H(f’g)||L2(R3)><L2(R3)’
and thanks to the fact that for a frequency 1 function h on R? we have

HhHL;o(RS) <Cr- HhHLQJ(RS)’
we also infer that
”u||Lng°(R1+3) <C- H(f’ g)||L2(R3)xL2(R3)’

Re-scaling the wave u to frequency A € 2% as we did in lecture 7, we then infer the bound
3_1
||u)‘||Lng°(]R1+3) <C-Aw H(f)"g)‘)HL?(Rf’)xH*l(R:‘)’
and differentiating with respect to time t we also infer that

Hatu)‘||LfL;°(R1+3) <O H(f)"g)‘)HLz(R?’)xH*l(R?’)'
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If we then set A = 2¥ and sum over all k € Z, we find that for a general free wave on R'*3 (not frequency
localized) we have

51y,
Z ||PkutHLng°(Rl+3) <C- 22(2 o H(Pkfv Pkg)HLQ(R?’)xH*l(]RE‘)’
k k
Since 2 < % — % < s, an application of the Cauchy-Schwarz inequality yields (exercise!)

22(7_7) g ||(Pkfa Pkg)HLZ(R‘S)XH—l(R:S) <Ci- ||(f7 g)||Hs(R3)><Hs—1(R3)
k

for a constant C7 depending only on p, s. Setting

S1 1=

)

“@M—*

3
2
we shall establish existence of the desired solution for (1.1) by working with the norm

1
Jul x - Z HPkutHLf’Lw([ 7,1 xR3) T (Z HvtvakUHLf’HS*l([—T,T]><]R3))) ’.
k

To begin with, we shall need a fractional derivative type Leibniz rule, as in

Lemma 2.2. For p, s as before, we have the estimate

ZQSM HPk(ut)HLlLZ[ T,T]xR?) <Gy TV HUH;
k

2 3
(Z HPk(uf)HL%H;’I([—T,T]XRL%)) <Cy-T
k

e

lull %

1 1
where = + = = 1.
>t

Proof. (lemma) It suffices to show that

Z261k HPk(“t)HLPLZ([ T,7]xR3) = Cr- H“Hi@
ke

2 1 2
(Z HP’C(U%)HL;’H;*([—T,T]xRS)) 2 <Oy |ully,
k

since the lemma follows then by application of Holder’s inequality. The first of these bounds is obtained by
applying a Littlewood-Paley decomposition like we did in lecture 5. Thus write

Py(u7) = Py(Pep—10(ue) - ue) + Pe(Pr—10,5+10) (we) - ue) + Pi(Psr—10(ur) - u).

Then the strategy is to place the high-frequency factor in each expression into L{® H*', where we crucially note
that s1 < s — 1. We give details for the first term on the right, leaving the other two as exercises. Observe
that

Pr(Peg—10(ut) - wi) = Pi(Per—10(ue) - Ple—s p5)Ut)-

Using Holder’s inequality, we can bound

HPk (P<k—10(ut) - Pi—s joqs5)ue)

LPL2([~T,T]xR?) < [1P<k-ro(u ||LPL<><><[ T, T)xR?) HP[’C—51’f+51“tHL?L&([—T,Tlst)

But then we can estimate
HP<k 10(u ||LPL°° (=T T)xR3) = Z HPkl Ut HLPLoo([ T.7)xR2) = H“HX
k1<k—10

Further, taking advantage of the fact that s; < s — 1 and again using the Cauchy-Schwarz inequality, we find
that

Z2slk ‘ H‘P[k*5’k+5]utHL‘;"L%([—T,T]xRi") <Cs- (Z HPkutHi,‘goH;’l([—T,T]x]l@))E <Cs- H“Hx
k k
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We conclude that

2
LPL2([-T,T]xR3) < Cy- H“HX

Z 250k HPk (Pek—10(u) - P[kfs,k+5]ut)’
k

To obtain the second bound stated at the beginning of the proof of the lemma, we proceed similarly, and use
for example

|| P<k—1oue - Pk*5’k+5]utHLfH;”l([—T,T]x]RE‘) <Cs- |‘P<k*10utHLfL;O([—T,T}XH@) : |‘P[k*51k+5]utHL;"’Hil*l([—T,T]><]R3)'
Since
HutHLfL?([—T,T]x]Ri‘) S Z HP’“UtHLngO T T]xR3) = H“Hx’
we find that k
(D l[P<r—r0ue - P[k—s,k+5]utHifH;*l([—T,T]st))% < Cs - Jlull’-

k

Continuing with the proof of the theorem, we look for a fixed point of the mapping

t
u— Tu(t,-) := St)(f, g) +/ Ut —s)(uj)ds
0
in the space X. Thanks to the considerations preceding the previous lemma, we have the bound

[S@ 9 x < Co - [[(fs 9| o pros-

Furthermore, the inhomogeneous frequency localized Strichartz estimate, when summed over k € Z, furnishes

t
Z Hpkat/o Ut — 5)(uf) ds‘ <C- ZQSlk : Hpk(ug)HL}L%([—T,T]XH@)
k 2

<¢ T ulf

LYL ([-T,TTxR3)

We complete bounding the contribution of the inhomogeneous term by observing that

t 1 1 1
(S |ves [ vt =9Peta) as ) = (NP s pesn)) < G T [l
k k

where we have taken advantage of the energy inequality and the preceding lemma. Combining the previous
bounds, we infer that

2

L Hs=1([—T,T]xR3)

[7ull < Co 100y grams +Co - T7 - [lull

and one deduces a similar bound for differences Tu—Twv. Picking T small enough, the theorem is a consequence
of the Banach fixed point theorem. O

Remark 2.3. One can show in analogy to lecture 5 that if the data are of any higher regularity H S/, s> 2,
then this higher regularity is preserved for the solution just constructed, on its interval of existence.

3. SHARPNESS OF THE RESULT

It is remarkable that the previous result is essentially sharp. In fact, the following result was proved by H.
Lindblad in 1993:

Theorem 3.1. (Lindblad, 1993) The problem (1.1) is ill-posed in H*(R?) x H*~Y(R3) for any s < 2. Specif-
ically, there is no

T= T(||(f7 g)HHs(RS)XHs—l(RS) >0
such that for any data pair (f,g) € H*(R3) x H*~Y(R3) there is a solution
ue C°([-T,T), H*(R*)) N C*([-T,T], H*(R?)).



IMPROVED LOCAL WELL-POSEDNESS FOR NONLINEAR WAVE EQUATIONS 5
In fact, for any s < 2 there is data (f,g) € H*(R3) x H*~1(R3) such that there is no solution on any interval
[~T',T'] x R3, i. e. the solution collapses instantaneously.

Proof. The idea is to combine the existence of a very special blow up solution for (1.1), namely an ODE type
blow up which arises when one considers space-indepdendent solutions, with the symmetries acting on the
equation, and more specifically a combination of Lorentz transforms and scaling.

Step 1: A special blow up solution. Note that setting u(t,z) = logt, we indeed have
—Utt = U?

Step 2: Symmetries acting on solutions. Here we take advantage of a very special feature of wave equations,
namely their invariance under Lorentz transformations. Consider the transformation £ defined in terms of

(ﬁu)(t7x17x2,$3) = u( t—vx; a1 -t

) ) T 3 x )
VIoo2 Vo2’ 3)
where |v| < 1 is a fixed real number. Then one checks directly that if

Ou = F,

then we have

O (ﬁu) = LF.
Now if we apply this Lorentz transform to the special solution wu(t,z) = logt, we do not obtain a solution of
the original equation, but we have

O(Llogt) = (1 —v?)- [8t(£10gt)]2.

To remedy this, we instead consider
. 2 . 2 t— vz

uy(t,z) := (1 —v°) - Llogt = (1 —v*) - log (m),
which now indeed satisfies (1.1). Obviously this solution becomes singular when ¢t = ;1 = 0. We shall let
v — 1 and show that the H2~®-norm of the data at time ¢t = 1 converges to zero. A simple re-scaling of the
data then shows that we cannot ensure a uniform interval of existence of solutions and preservation of higher
regularity provided we only control the H?~°-norm of the data, see also Remark 2.3. For later purposes, let
us set

Uy (t, ) = Y(21) - uo(t, ),

where ¢ € C§°(R) equals 1 for |z1] < 2 and vanishes for |z1| > 4, say. The preceding is then no longer a
solution of the equation, but shall be handy in the next step, and of course co-incides with u, for |z;| < 2.

Step 3: Precise construction of the data at time t = 1 and verification it is in H® s < 2. We need to
ensure that ¢ — vr; does not vanish at time ¢ = 1 on the support of the data, since we want the data to be
smooth. Thus we shall consider the data pair!

s 3(z1 — 1) r3+23 | 3(z1 — 1) x3 + 23
doll] := (0 (1,0) - X(—77) - x(5 _U2xi+),uv,t(1,w) (== x(5 —v2xi+))’

where x € C*°(R) is chosen such that x|(_o,1] = 1 and supp(x) C (—00,2). Then observe that
2
mlgg'(v_1—1)+1<v_l

on the support, which means that 1 — zyv # 0 there, and the data are indeed C*°. Moreover, if |z| < 1, we
have that

r1—1<0, 23 +22<1—22< 1—02x%,+
and so

¢v[1] = uv[l]

1We use the notation x4 = max{z,0}.
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on the set {|z| < 1}. The Huyghen’s principle implies that the backward solution corresponding to data ¢,[1]
will coincide with wu,(t,x) on the forward light cone |z| < ¢,0 < ¢ < 1, and in fact even a slightly larger
forward light cone. We finally claim

Lemma 3.2. We have the bounds
H¢U[IH|H2(R3)><H1(]R3) <C- |1°g(1 - 'U)|’ ||¢v[1]HH1(R3)xL2(R3) <Ci-(1-v)- |log(1 - ”)|'
Proof. (sketch) The idea is that when z; is fixed, the coordinates (za,x3) range over a disc of radius
2(1 — a3 ;v?) < C-y/T—vx;. The area of this is bounded by Ci - (1 — z1v). Then one directly esti-

mates the integrals of the square of agl(bv etc. For example, when both zi-derivatives fall on the factor

o (t—vml >‘
g m t=1;

1
(1 —z1v)2’

one obtains

and one is led to estimate the integral

-2 [ g B8 ot - v dn < o

1—xv)4 vl —1
If none of the J,,-derivatives fall on the logarithmic factor, then one loses an additional | log(1 — v)| O

Using the preceding lemma and interpolation, we see that for € > 0 we have

H¢U[1]||H2*5(R3)><H1*5(]R3) S C‘ IOg(l - ’U)‘ ' (1 - ’U)%,

whence

oy L) [P

Step 4: Rescaling of the data. Given a solution u(t,z) of (1.1), we can re-scale it to
ux(t, ) = u(At, A\z)
which is still a solution of (1.1). Moreover, we check that

<Al

[[ux[0] HH2*E(R3)><H1*5(]R3) 0] HH2*E(R3)><H1*E(]R3)

provided A > 1 and € < %
Given e > 0, pick a sequence {v,, }n,>1 C (0,1) with lim,_,o v, = 1, and further pick A,, > 0 such that setting

wvn;)\n (t7 x) = ¢'Un (1 - )\nt7 )\’ﬂ‘r))
we have

[ YA (00| e ) 11 sy = 1

Necessarily we have A\, — o0, and the solutions v, \, only exist on [0,A,) x R3, in spite of the fact
that the initial data are uniformly bounded in H?~¢(R?) x H'~¢(R?). One can construct a solution breaking
down instantaneously by combining an infinite sequence of such solutions which are spaced apart and using
Huyghen’s principle. O

4. A SIMILAR EXAMPLE WITH YET BETTER LOCAL WELL-POSEDNESS PROPERTIES

Here we show that some superficially structurally similar equations have much better well-posedness prop-
erties. Again restricting to R'*3, consider the following

(4.1) —ugy + Au = uf — |Vul?.
Note that this model also admits the solution (¢, z) = log¢, but by contrast to (1.1), the preceding model is

actually invariant under Lorentz transforms, which means we cannot apply the same construction to it as for
(1.1). In fact, we have the much stronger
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Theorem 4.1. (Nirenberg) The model (4.1) on RY3 is strongly locally well-posed for data (f,g) € H2T¢ x
Hzte for any e > 0. Thus we gain 1/2-derivative compared to (1.1).

Proof. (sketch) This is based on the fact that a nice trick transformation transforms this model into the free
wave equation. Specifically, considering

¢=e",
we immediately verify that

O¢ = 0.
Now if u[0] € H3+¢(R3) x H27(R3), then V;,¢(0) € H2+<(R3) by Taylor expanding the exponential and
using the results of lecture 5 and the Sobolev embedding H 2T (R3) € L>(R?). Furthermore, we have that

$(0,7) > e_C'Hu(O")HH%“ > 0Vz € R®.

By global well-posedness of the wave equation in H*(R?), we see that
Viad(t) € HF(R)Vt € R,
and by using a suitable interpolation argument, one shows that for 0 <t <1land 0 <e < 1,

Lol g

|¢(t,(£) - ¢(va)| <C.- M% : H(vx¢7 ¢t)HH%+eXH%+e <C.- |t|%
In fact, to derive this estimate, it suffices to split
}é(tx) - ¢(O,$)| < |P2K¢(tax) - PZK¢(053:)| + |P<K¢(t,1‘) - P<K¢(va)|

where we set K := |t|”%, and to estimate the two terms on the right separately. It follows that provided we
pick
—@H(u<o,~>,uf,<o,l))!|H%+EXH%+E)5—1

T<(Cit-e

we can ensure that
(t,x) > e(||(w(0, ), ur(0, )|y gae, yyaee) >0, € [T, T,
It then follows that
u(t,z) =logo(t,x), t € [-T,T],
is also in H %4‘5, with derivatives in H2T<. For this one really needs a further estimate in the spirit of lecture

5, namely H®-estimates for compositions of H® functions with smooth functions.
O



