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Series 2

Exercise 1. Let f: R? — R be a smooth function.

i) By applying the mean value theorem to ﬁ;ﬁh f(s,y(s))ds, motivate the § method

y1 = yo + hf (to + 0h, o + 0(v — o)), (1)

for the approximation of the initial value problem

y'(t) = ft,y(t),  ylto) = vo.

Which methods do we obtain for § =0, § = %, and 0 =17
it) Further, another variant of the § method is given by

y1 = yo + h(1 —0) f(to,y0) + hOf(to + h,y1). (2)

Which methods do we obtain for § =0, § = %, and 0 = 17
ii1) Show that both versions (1)) and ([2]) are Runge-Kutta methods (give the coefficients
in a Butcher tableau).

Exercise 2. Give the order of the methods defined by and in Exercise (1| for the

values 8 = 0, 0§ = %, and # = 1. Further, show that the Runge’s method, given by the
Butcher tableau
0] 0 0
1] 1 0
[ 1/2 1/2

has order 2.
Hint: compare the Taylor series of the numerical and exact solutions or use the order
conditions.

Exercise 3. Show that the order p of an s-stage explicit Runge-Kutta method satisfies
p < s.
Hint: find a particular problem for which we must have p < s.

Exercise 4. Show that, if the field f: R*¢ — RY, f(¢,y), satisfies a Lipschitz condition
in y, an implicit Runge-Kutta method applied to y/'(t) = f(¢,y(t)) is well defined (for
a step size which is small enough), i.e., the nonlinear system defining the method has a
unique solution.

Hint: use a fixed-point theorem.



Exercise 5. Consider a Runge-Kutta method with coefficients a;;, b;, for¢,5 =1,...,s.
Suppose that the method has order p for all autonomous systems

y(t)=rfly),  y0) =y

Show that, if the coefficients ¢; are defined by ¢; = 32%_; a;;, for i = 1,..., s, this method
has also order p when applied to a non autonomous system

y'(t) = fty®),  y(0) =
Recall: for a consistent method, i.e., with order p > 1, we have >>;_, b; = 1.

Hint: use the transformation Y (t) = (y(tt)>



