MATH-449 - Biostatistics
EPFL, Spring 2025
Problem Set 12

1. Show that the standard stochastic SIR model for the number of susceptibles (X (¢)), and the
number of infectives (Y'(¢)), introduced during the lecture, has the Markov property, if and only
if, the (continuous) random variable I, denoting infectious period of infectives, is exponentially
distributed.

Solution The Markov property for (X (¢),Y (¢)) means that
P(X(t+dt) =", Y (t +dt) = j'|F;) = P(X(t +dt) =4, Y (t +dt) = j'| X (t) =4, Y (t) = j),

holds for all h > 0, i,4,4,j’ € S, where F; stands for the filtration (“history” up to time ¢),
and S denotes the state space of the Markov chain. We have for the standard stochastic SIR
model E,, (A, I) without specifying the distribution of I that

P(X(t+dt)=i—1,Y(t+dt) = j+ 1|X(t)
P(X (tdt) =i, Y (t+dt) = 7| X (1) =i, Y () = j) = { P(X(t +dt) =i, Y (t +dt) = j — 1|X(t) =4,
o(dt) if (i',§") ¢ {(i—1,j+1),(6,j — 1)}

=i, Y(t) =)
Y(t) =J)

By construction, a new infection occurs when the total infection pressure A(t + dt) exceeds
the threshold of a still susceptible individual, that is

P(X(t+dt)=i—1,Y(t+dt)=j+1X(t) =4, Y(t)=j) = XZ:P(Qk < A(t +dt)|Qr > A(t)) + o(dt)
k=1
" P(Qp < At + b)) + o{de),
k=1

where we used that the thresholds are exponentially distributed, hence they have the memo-
ryless property (P(Z > t+ s|Z > t) = P(Z > s)).

The last sum can be further simplified as

i P(Qr < A(t +dt)|Qr > A(t)) + o(dt) = i 1 —exp(—A(t +dt) + A(t)) + o(dt)
k=1

k=1
: A
= E 1- exp( - fjdt> + o(dt)
n
k=1
A
= —ijdt + o(dt),
n

giving the correct rate of transition.

Similarly, an infective becomes removed, when the time exceeds their infectious time, that is

PX(t+dt) =i, Y(t+dt)=j—1X({t)=i,Y(t) =5) =S Py <t +dt|T; > t) + o(dt)

M- 10

P(I; < t+ dt|F;) + o(dt),

E
I

1

where the second line holds, if and only if, I is exponentially distributed, as a continuous
random variable has the memoryless property, if and only if its distribution is exponential. If



I ~ Exp(y)

J J
> P(I, < t+dt|I > t) +o(dt) = Y P(I < dt)+ o(dt)
k=1 k=1

= z]: - exp( 'ydt) + o(dt)

= J’Ydt + o(dt),
again giving the correct rate of transition.

. Compute Py, P' and Py numerically using the recursive formula given during the lecture
(Equation 2.4 in the notes), assuming n = 10, m = 1, A = 2 and that the infectious period I
is:

(a) exponentially distributed (the Markovian case) with mean 1 time unit.

(b) I'(2,2)-distributed (i.e. with mean 1).

(c) constant and equal to 1.

Hint: You are welcome to calculate everything by hand, but I would advise using some
programming language to derive these probabilities recursively.

Solution Denote the probability that out of the n many initial susceptible, £ becomes in-
fected by the end of the epidemic, given that there were initially m many infections as P},
where m is left implicit.

Equation 2.4 gives the recursive formula for P as

) v

where ¢(-) is the Laplace transform of I, and A\/n is the rate of contact between individuals.

The Laplace transform of the different I-s are

(a) dpap)(0) = fooo eXp(*f)x)eXp(fz)dz = [phep(—(0+1)2)]7, = 75
(b) ¢Gamma(2 2) = fooo eXp GLE) Z'GXp( 2x)dx
- [F2(22) 0+2exp( (0 +2)2) ] fo r(22 9+26XP( (0 +2)x)

where we used integration by parts Solving the integral and using the fact that I'(2) =
(2—1)! =1 we have

—[22 gtrexp(— (0 + 2)2)] 7 = (%)2
(c) ¢1(6) = Elexp(=0)] = exp(-6)

See the code (shiny_sellke.R) for calculating the values with the different distributions of I.
In particular P}, P* and P3 are

(a) (0.3333,0.085,0.047)

(b) (0.25,0.0748,0.0436)

(¢) (0.1353,0.0495,0.0321)

Please note that for certain parameter/initial values, the recursive formula breaks down even
if it is performed on the log scale.



3. Consider the Markovian version of the standard SIR epidemic (m fixed, n large). Without
referring to the branching approximation, approximate the process of infectives Y, (t) during
the initial stage of the epidemic with a suitable simple birth and death process. What is the
probability of extinction/explosion of this approximating process?

Hint: X,,(t) ~ n during the initial stage of the epidemic.
Birth and death processes are continuous-time Markov chains, with transition probabilities
such that P;;(t) = 0if |[¢ — j| > 1. In particular
P; i1 (dt) = Nidt + o(dt),
P;i_1(dt) = pdt + o(dt),
P j(dt) =1 — (\j + pj)dt + o(dt).

Solution Consider the Markovian version of the standard SIR model where I ~ Ezp(v). In
this setup, the process (X,Y") is governed by the rates

from to at rate
(n,j) (n,j+1) AJ

where we used that in the initial stage of the epidemic, X, (t) is approximately equal to the
initial number of infections, n.

We can define a birth and death process Y (¢) for the number of infections in the population,
with linear rates, that is
Pyjsa(dt) = (A~ j)dt + ofde),
Pjj—1(dt) = (- j)dt + o(dt),
Pj,j (dt) =1- ]()\ + /l)dt + O(dt),
which agrees with the marginal transition rates of the infectives in the Markovian SIR model.

Denote the extinction probability of infectives, given that initially there were Y (0) = m many
of them with ¢,,, = lim;_, o P(Y (¢) = 0]Y(0) = m). Using the law of total probability, we can
rewrite ¢, as

G = lim P(Y (1) = 0]Y(0) = m)
= tli}m P(Y(t) =0|Y(dt) =m —1)P(Y(dt) =m — 1]Y(0) = m)
+P(Y(t)=0Y(dt) =m+1)P(Y(dt) =m + 1|Y(0) = m)
+ P(Y(t) =0[Y(dt) = m)P(Y (dt) = m|Y(0) = m)
= <Qm71/~5m)dt + (Qerl)‘m)dt + Qm(l - ()‘m - Mm>dt) + O(dt)'
After simplification, we get the equation
0 = gm+1mA = (A + @)MG + pMGm—1 = Gm1A — (A + 1)@ + Hm—1-

Solving the characteristic equation of the recursive formula, we derive the second-order poly-
nomial
0=¢" A= ¢" A+ ) +pg" " = 0=¢*X—q\+p) +p,

which gives the solutions

At pE A p)E -4 1
1= 2\ -

>I=

Therefore, the extinction probability of the infectives ¢, = ¢ is equal to 1 if u > A, otherwise

m
e (u
it is (X) .



4. Challenging Exercise:
Suppose that X = {X(t);t > 0} and X' = {X'(t);t > 0} are two birth and death processes
on the set of nonnegative integers. The process X has birth rates \; and death rates y;,

P(X(t+dt) — X(t) = +1| X(t) = i) = Mdt + o(dt),
P(X(t+dt) — X(t) = —1| X(t) =) = psdt + o(dt),

X (0) = m, and likewise X’ has birth rates X}, death rates p; and initial value m/'.
Coupling is a mathematical technique via which we define highly dependent random elements,
facilitating the comparison between random variables. Formally, given:

e Two probability spaces: (Q,F,P) and (Q', F',P’)

e Random elements: X : Q — E, and X' : Q' — F

e State space F (e.g. N, R, RN, D[0, ), etc.),

then we define the coupling of X and X’ as:

e A new probability space (ﬁ, F, @)
e A pair of random elements ()?, )?’) Q) — E?

e Such that: R R
X4LXx and X'Zx

(i.e. marginal distributions preserved)

We could use coupling to show that if A\; < A} for all ¢ > 0 and p; > ) for all ¢ > 1, then X (t)
is stochastically smaller than X'(t) for all ¢ (provided also m < m/).

Define a bivariate process (X, X’) with initial value (m,m/) and with the following intensity
table:

to at rate
( ) Ai
(i,7+1) X,
(i ) 273
(
(
(
(

i+1,i+1) N
ii41) N — A
i—1,i—1)

i—1,1) 1 —

Check that the process (X X! ), is indeed a coupling of the birth and death processes X and X’,
i.e. that the marginal distributions coincide with the distributions of X and X', respectively.

Hint: Try to compute the marginal intensities of the joint Markov chain.

Solution From the Kolmogorov forward equation, it follows that if two Markov chains, in
this case twp birth and death processes, have the same initial distribution and intensities, then
they share the same distribution.

By assumption X (0) = m = X(0) and X’(0) = m’ = X(0), therefore we only have to show
that the intensities coincide.

We will use the notation aé)y(i,)(t) = limg 0+ 3 P(X(t + dt) = i'| X (t) = i) and PXI‘X(t) =
P(X'(t) = j|X(t) = i), and analogously for the joint Markov chains, (X, X’),

aéﬁwwﬂﬂ:hmww+$MXU+dﬂ:fgva+d®:jﬁﬂﬂ:@Xﬁﬂ:j)



Using the Kolmogorov forward equation for the joint Markov chain (X X/ ) one can show that
the marginal intensity a(l) (l,)( ) of X is equal to

2 X'|x
i, (1) = 2 D Z% IRCRD)
In particular, from i to ¢ 4+ 1 is
X _ X, X XX
ofhyien(®) = D oG ey OF; O

7,37

X, X! XX X, X X/| X
= 3 At OF T O+ QG oy (P 0
J#i

S PV () =

Jli
J

From ¢ to¢—11is

X X, X’ XX
O‘é)(z'—n(t)zz Ay i-1gn O (@)

/

X, X’ XX X, X’ XX X, X’ X/| X
—Z O -1 OF5 0+ 0 Sy (P 0+ oo (0P ()

i) (i—1,7) ili
J#i
XX XX
= S P 0) + PRS0 0+ (i — 1)
JFi
XX
= S PR =
J

Similarly for X/,
X, X X|X!
O‘(J) J+1) Za(u )(@,5+1) )Pi\j (t)

£, £1%0 2% 1% 2% 1%
—Z ¥ a+n AP O+ G OF O+ o) gy OF); ()

(4,9)(3,+1) i
i#]
=X PN )+ P 00y + - a) = ZPX'X’ =\
i#]

%X 2%
iyt Z% g OF " ()

X, X’ XX’ X, X! XX
- Z (m (4,5— 1) P%’\j (t) + a(] NG—1,5— 1)(t)lej (t)
i#£]

X|X’ /
—,uJ ZPZU -

Thus both the initial states and marginal intensities of (X X ) agree with X and X', therefore
X2 X and x' £ X, as desired.



