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Exercise sheet 12

Exercise 1 Let 7 > 0 be an integer. A natural kernel estimator of the rth derivative, f)(z) of a
density f(z) is

fhr)(x) = nh1+1 ZK(T) <xhX>’

i=1
where K is an appropriate kernel.
Now let 8 > r be a real number and let [ be the unique integer such that [ — 1 < 3 <[ and
consider the class of functions

Cip (M) = {f density : f € C"1|fC D (2) — D (y)| < M|z — y|* 'V, y € R},

Show that, for an appropriate choice of kernel K,

_2(B—r)
inf sup MSE(f}lT)(x))SC’(M,B,T,K)n 2B+1

>0 108 )

den

Moreover, using the results shown in this exercise, prove that || f™| . < A.(8, M) < .

Solution 1 Let K be C*°(R) and supported on [—1,1]. We repeatedly integrate by parts to
obtain, for s =1,...,r,

/ Kz —y)f(y dy—/ K (@ - )f’(y)dyz/oo K (@ — ) f (y) dy,

where the boundary terms vanish since K is supported on [—1,1]. In particular this holds for
s=r.
We use the usual bias-variance decomposition. First, the bias term:

E(f @ —;iEM' X)),

By definition of C, (M), for
Zl r—1
R(h,z,x) = f7(w = hz) = fO(2) = (=h2) fU D (2) — - = G f 0 ()
we have, for some z* with |2* — x| < |hz],
(=7 =DIR(h, 2,2)| < [hz| 7 H D (@) = fU0 ()] < [hel ™ MRz = M he]

Since K is kernel of order | — r,

bias{f\" ()} = /K fO (= hz) — fOx) + hafC D (z) — - — lhzrl ;),lfl Y(z) + R(h, z,x)] dz

= /K R(h,z,x)dz.
The last integral is bounded in absolute value by M'h?="|u|s_.(K), with M' = M/(l —r — 1)!.
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For the variance term,

Var(77()} < 4 [0 = ) dy = 5 { D)0 — he) dz)
K()Co(8,M)

= e { [ (K (@ = h2) de < s BUEO) |l < BEIEA0

Conclude that - o
MSE{f")(x)} < M2R¥=2r |, (K) + BE o)

and hence

h = ((2r+1)R<K<7'>)co(ﬁ,M>

1/(26+1)
2(B—r) Mul3_, (K)m )

. 2(6—r)
=  MSE{f"(2)} <0 <n_ 26+1 ) ,

where the constant depend on K, 7, 3 and M but not on the density f.
Lastly, we have

[FT @) < [fO(x) = EF7 (@) + [EfO(@)] < MBulsr(K) + 31Kl

and we can define A,.(8, M) as the infimum of this with respect to h.



Exercise 2 As in the exercise from last week let f be C?(M) smooth. Let K be a kernel of order
3 such that R(K) < oo. Show that for any € > 0, there exists a ¢, > 0 such that if h = cn™1/?
then MSE(fu(z)) < en~*/5 for n large.

In other words, it does not make much sense to talk about “the optimal" h for a single function.
This is why we considered estimators that perform well uniformly on large (infinite-dimensional)
classes of functions.

With a bit more work one can find a sequence h,, such that the mean squared error is o(n=%/%).

Solution 2 Mimicking the proof from last week, we now have ps(K) = 0, so bias(f,(z)) = o(h?)
and Var(fy(z)) = 8@ 4 o((nh)~1). Thus if h = ccn /5 then

MSE(fy(x)) = BEI@ 1 o((nh)~1) 4 o(h?) = BEUE p=4/5 4 (5 =4/5)

Ce

Thus if we choose ¢, = 2/R(K) f(x)e we are done.



Exercise 3 Let p > 1. Use convexity to show that for f,g: R¥ — R% and t € [0, 1],

£ (x) + g(x)|]P < Hf( ))IIP + Hgiai)Hp
Choose t wisely to show Minkowski’s inequality
(EIX +Y|P)? < | X[7)V7 + (E[YP)H?

Solution 3 The inequality is obvious if ¢ € {0,1}. Since y? is convex on [0, 00) we have

11— 1) (x) RG] x)Hp < ((1-1) IIJ;(jvt)H +t|l9(t:v)||)p < (1- )Hf( DlP 4 ¢le@]P

(1-t)» o
Now assume E|| X ||? + E||Y||? < oo (there is nothing to prove otherwise) and let

‘o (Ellg(X) 7)1/
E[FOIP) 7P+ (Ellg (X)) 77

to obtain for || f||, = (E||f(X )Hp)l/p

p + +
I/ + ng < Il (IIJ‘C‘\J\cz'}'pnglp) + ||9Hp(||J|“|!;‘>|pnglp) = (If1lp + llgll,)?.

Finally, apply this for Z = (X,Y)", f(Z) = X and g(Z) = Y. (The inequality is obvious if

1/1lp € {0, 00} or [|g[l, € {0, 00}).



Exercise 4 Let (X, Y)) be a sequence of random vectors such that Xy ~ P for all £k and Y}, ~ Q
for all k£, where P and () are probability distributions. Using Prokhorov theorem, or otherwise,
show that there exists a subsequence (X,,,Y,,) that jointly converges in distribution to some
random vector (X,Y).

Show that liminf, , E|X,, — Y, |? > E|X — Y|?. Hint: you may wish to consider the
bounded continuous function fr(x,y) = min(L, ||z — y||?) and then let L — oo.

Deduce that the infimum defining the Wasserstein is always attained.

Solution 4 Given € > 0 let M < oo such that P(||X;| > M) < e and P(||Yy|| > M) < €. Then
forallk > 1

P([[(X5, Yi)'lI* > 2M7) < P(||Xx|1* > M?) + P(||Yal|* > M?) < 2

since X}, has the same distribution as X; and Y}, has the same distribution as Y;. Therefore, the
sequence (Xj, Yy) is tight and by Prokhorov theorem has a convergent (in distribution) subsequence
to some random vector (X,Y). That X ~ P and Y ~ @ follows from the continuous mapping
theorems with the functions g(x,y) = x or g(z,y) = y.

Now, we have for all L > 0 that

liin infE|| X, — Y, |”> lilgn inf Efp(Xp,,Y,) =Ef(X,Y)=Emin(L, || X — Y|").
—00 —00

If E[|X — Y|P < oo, then by the dominated convergence theorem, as L — oo the last expectation
converges to E|| X —Y||P. (If E||X —Y||P = oo, then we need to use monotone convergence instead.)
Now for W2(P,Q), let (X, Y;) be such that X,, ~ P, Y,, ~ @, and WP(P, Q) = im E|| X,,—Y,[|7.

Then by the above construction
WEP(P,Q) > liminf E[| X, — Y, || > E|X = Y|P > WP (P, Q).

Therefore E[| X — Y|P = W2(P, Q).



