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Series 6: Borel-Cantelli lemma

Exercise 1
Let X be a real random variable, and U be a uniform random variable on [0, 1]. Let F be the c.d.f. of X,
and F−1(y) = inf{x : y 6 F(x)}. Show that F−1(U) has the same law as X. (Remark: this is convenient
when one wants to generate random variables on a computer, since there is usually a “built-in” way to
generate uniform random variables.)

Exercise 2
Show that for every sequence (Xn)n>1 of random variables, there exists a sequence of real numbers
cn → +∞ such that

Xn

cn
→ 0 a.s.

Exercise 3
Let X1, X2, . . . be independent random variables. Show that sup Xn < ∞ a.s. if and only if there exists
A > 0 such that

∑
nP{Xn > A} < ∞.

Exercise 4
Let (Xn)n>1 be a sequence of i.i.d. random variables such that X1 ∼ exp(1) , and let c > 0. Compute

P

[ Xn

log(n)
> c for infinitely many n’s

]
.

What is lim sup
n→+∞

Xn/log(n) ?

Exercise 5
(i.) Show that if P{An} → 0 and

∑∞
n=1 P{A

c
n ∩ An+1} < ∞, then P{An i.o.} = 0.

(ii.) Find a sequence An which satisfies the assumptions of (i.) but not those of the Borel-Cantelli lemma.

Exercise 6
Consider the probability space ([0, 1],B([0, 1]),P = Lebesgue measure). For every n > 1, we define the
random variable Xn(ω) = b2nωc − 2b2n−1ωc, where bxc is the integer part of a real number x. Show that
for every ω, Xn(ω) ∈ {0, 1} and

ω =

+∞∑
k=1

Xk(ω)2−k.

(In other words, (Xk(ω))k∈N∗ are the coefficients of the (proper) dyadic expansion of ω.) Show that
(Xk)k∈N∗ are independent and identically distributed random variables, and give their common distribu-
tion. Show that almost surely, every finite sequence of 0’s and 1’s appears infinitely many times in the
sequence (Xk(ω))k∈N∗ .

Exercise 7
Let ε > 0. Show that for almost every x ∈ [0, 1] (with respect to Lebesgue measure), there exists no more
than a finite number of rationals p/q such that∣∣∣∣∣x − p

q

∣∣∣∣∣ < 1
q2+ε

.

Give points for which this condition is satisfied, and others for which it is not.


