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Series 4: Expectation, independence

Exercise 1
Let X be a real random variable, and 1 < p < g < +oco. Show that || X]|, < [IX]l,.

Exercise 2

Let X be a real random variable. Show that [| Xl = lim [|X]|,.
p—)OO

Exercise 3
Let X be an integrable random variable defined on (Q, ¥, P), and let (A,),>1 be a sequence of measurable
sets.

(a) Show that
lim XdP = 0.

1= Jix|sn

(b) Show that if IP[A,] — O, then

limf XdP = 0.
n—oo An

Exercise 4
Let X be a real random variable, and p > 0.

(@) Show that if E[ |X|P ] < oo, then

tlim P P[X|>t] = 0.
—+00

(b) Show that iftliIP ?P[|IX| >¢t] = 0, then

E[|X]"]<oo forall re(0,p).

+00

Hint: (prove and) use the fact that if Y is a positive random variable, then E[Y] = fo PlY > ¢] dt.

Exercise 5
Let X : Q — R be a real random variable defined on a probability space (2, ¥, P). Suppose that X is
independent of X, i.e.

VE],Ezeg(R), ]P[XEE] CtXEEQ] =]P[X€E]]]P[X€E2].
Show that X is almost surely constant, i.e. there exists a € R such that P[X = a] = 1.

Exercise 6
Let Xi,..., X, be random variables taking values in countable sets S,...,S,. Show that, for Xy,..., X,
to be independent, it is sufficient that

n
P(X; = x1,...,X, = x,) = HIP(Xi =x) for all x; € S ;.
i=1



Exercise 7

Let X1, ..., X, be n real random variables.

(1) Assume that for every i € {1,...,n}, the distribution of X; has density f;, and that Xi,..., X, are
independent random variables. Show that (X1, ..., X,) has a density given by

Feer ) = [ ] .
i=1

(2) Reciprocally, assume that the distribution of (X1, ..., X,) has density of the form

f('x17 AR >xn) = r[ gi(xi)7
i=1

for some positive measurable functions g;. Show that the random variables Xj, ..., X, are independent
and that for every i, the distribution of X; has a density f; which can be written as f; = C;g; for some
constant C; > 0. (Hint: a convenient way to determine the distribution of a random variable Z is to
compute E[p(Z)] for nice functions ¢.)

Exercise 8
Let U be an exponential random variable of parameter 1, and V be a uniform random variable on [0, 1].
We assume that U and V are independent, and define

X = VUcos(2nV), Y = VUsin(2zV).

Show that the random variables X and Y are independent.



