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Let Yi,..., Yn S N(u,02). The likelihood is

L(p,0%) = Iﬁlf(Y;; 1, 0%) = (\/%)nexp {_27:1(2?2— 1)

giving loglikelihood
((p,0%) = — 2 log(20?) — = i(Y' — )°
’ 2 202 £ ’

All partial second derivatives exist and are

b

9 1 <
—(p,0%) = @Z(Yi—//{) =0
@ =1
0 n 1 <
~p,0%) = - ‘|‘—Z(Yi 2. =0
" 2w )
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Solving V(,,.52)¢(1, o) = 0 for (u, 0?) gives a system of equations in two
unknowns, with unique root 1 Z\{.
< —\2Z
——5'_( ZC\((‘ - \D

Call this (fi,52), and let's verify it's a maximum. Note that

,WQ%O

Qo% hat

82 g( 2) g n _ 1 i(y_ MN‘C
,U/ lu'7 a ) _ 20_4 0—6 — / IU‘

& o O ; z;’_lm—mgm—n?
8,&80’26(1&70_ )_ 8028M€(M7O_ )_ - 0_4 0_4 :

Calculating these derivatives at (i, 52), we get

n 0?

ya o?) U, 0°) .
S, o — 52 2)2 \H: 9 T 264
o2 (moy=(ns?) o 0(0?) (mo)=(p5%) 20"

v
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o , o ,
{(p,07) = U(p, 0°)
Gl (no?)=(ns)  O7°OH

D
Thus the matrix /’_

((p 2)‘ ]
(u, )T\ h A
[ - (1,02)=(f2,62) )
is diagonal. If both of its diagonal elements are positive, then T will be positive
definite. This is indeed the case since 6% > 0 nd so the unique MLE of (u,c?) is

given by

Note that from our Gaussian sampling results we get that ¢ is biased.
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Let Yi,..., Yy Poisson(\). Then

n Y n
L(A):H{i\/_|e_A} — log L(A) = —nA+log A ) Y, — ng(W)
=1~ " i=1
ST

N\

Setting V) log L(A) = —n+ A71Y_ Y; = 0 we obtain A = Y since
VilogL(A) = —-A"2>Y; <O0.

Let Yi,..., Yo = U]0,6]. The likelihood is ‘ L(e\

L(6) H 1{0< Y, <0} =0""1{ > y(,,)}

Hence if § < Y{,) the likelihood is zero. In the domain [Y{,),o0), the likelihood is
a decreasing function of 6. Hence § = Yin) -

Myrto Limnios and Rajita Chandak (EPFL) Statistics for Data Science 5/41



Let Y1,...,Y, ’;"\S’j\/’@, 1), and suppose we're interested in estimating P[Y; < y],
for a given y € R. Note that

PlYi <y]=P[Y1 —p <y —p]=d(y —p),
"o 9 o
where @ is the standard normal CDF. The mapping p — ®(y — u) is bijective,
since ® is strictly monotone. So by equivariance, the MLE of P[Y; < y] is

®(y — fi), where i is the MLE of u (which by our previous example is fi = Y).

9= Ouyp)
P

Pl
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Let Yq,....Y, < f, with

f(y) =exp{oT(y) —(¢) +S()}, yey

where ¢ € ® C R is the natural parameter. Suppose we can write ¢ = n(6),
where 6 € © is the usual parameter and 7 : © — ® is a differentiable bijection (so

that /7(¢) = v(n(0)) = d(6), for d = v on). In this notation, the
density/frequency takes the form

exp{pT(y) —v(¢) +S(y)} =exp{n(0) T(y) — d(@) + S(y)} .

Equivariance now implies that if  is the MLE of 0, then n(0) is the MLE of
¢ = n(0). The converse is also true: if ¢ is the MLE of ¢, then n71(¢) is the
MLE of 0 = n~1(¢). ]

v
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Examples show that likelihood generally gives sensible estimators — still:
@ Beyond intuition, is there a canonical mathematical reason for it?

@ What rigorous guarantees can we offer?

— Can we get consistency?

— Can we approach reasonable MSE performance?

To answer these questions, we go back to entropy and Kullback-Leibler divergence.
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Consistency of the MLE

9,
Consider the random function s

n
A

: u) —lo :
A R P LR UL

o(u) 2(9)

which is maximized at 6,. By the law of large numbers, for each u € ©,

Vo (u) B V() = [Iog (’;8: ;’3)] L _KL(F(Y u)|[F(V:; 0))
1 " max L£0x)= min-€o)
e The latter is minimised at 8 and so W(u) is maximized at 6. ¢
@ Moreover, unless f(x; u) = f(x; 0) for all x € supp f, we have V(u) < 0
@ It follows that W muely maximised at 6

MLE can be regarded as a minimiser of an approximate (empirically constructed)
KL-divergence from the truth!
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Does {W,(u) & W(u) ¥V u with W maximized uniquely at 8} imply {8, 5 017
a —m"——




Consistency of the MLE
Does {V,(u) 2 W(u) V u with W maximized uniquely at 6} imply {én 5 6}7?

@ Unfortunately, the answer is in general no, without additional information.
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Consistency of the MLE
Does {V,(u) 2 W(u) V u with W maximized uniquely at 6} imply {én 5 6}7?

@ Unfortunately, the answer is in general no, without additional information.

@ If 0 € R, can prove consistency if f is regular enough & MLE exists uniquely.

—_—
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Consistency of the MLE
Does {V,(u) 2 W(u) V u with W maximized uniquely at 6} imply {én 5 6}7?

@ Unfortunately, the answer is in general no, without additional information.

@ If 0 € R, can prove consistency if f is regular enough & MLE exists uniquely.

@ If & € RP, we need more information on the form of the likelihood function

— For instance concavity and existence will usually give us consistency. We will
show consistency in exponential families using this approach.
—

—» More general situations require stronger forms of convergence of
V,(u) — W(u) plus additional regularity conditions.
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Consistency of the MLE

Does {V,(u) 2 W(u) V u with W maximized uniquely at 6} imply {én 5 6}7?

@ Unfortunately, the answer is in general no, without additional information.

@ If 0 € R, can prove consistency if f is regular enough & MLE exists uniquely.

@ If & € RP, we need more information on the form of the likelihood function

— For instance concavity and existence will usually give us consistency. We will
show consistency in exponential families using this approach.

—» More general situations require stronger forms of convergence of
V,(u) — W(u) plus additional regularity conditions.

When we can deduce consistency, though, we get some very nice properties for
the (asymptotic) sampling distribution of the MLE...
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Let Yi,..., Yy < f(y; (9) where f I@Wlth respect to ¢ 6. Assume that V n, there

exists a unique MLE f,. We will show that 8, 2 6.
Yn 77 °

Define o
d
u

2 o (0] a2 £ (029
so that Yiu)

o =,(6,) = 0 uniquely, by uniqueness of the MLE.

=n(v)

5o E) = 0 uniquely, assuming regularity allowing interchange of [E and —38 .
¢v0, &0

Since f is C', we have the inequality Z.(®) 20

¢P[Eﬂ6’—e)<\0&5@(9—|—6)>0]SIP’[H—6<6’A,7<9—I—5] g

because the event on the left hand side implies that on the right hand side.

Finally, the law of large numbers implies that =,(u) & =(u) for any u, so that the
left hand side converges to 1, yielding consistency.

y
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Consider Y1,.... Y, i f(y; @) from a k-parameter exponential family

( )

k
F(y) =expq D> & Ti(y) = (b1, 0k) + S(v) p & = (¢1,--,¢k) " € ® open.

(/=1 J

The likelihood and loglikelihood (up to constants w.r.t. ¢) are given by
, = m
L(¢) =exp{dp'T—m(d)} &:-U(d)=¢ T —n(e)

NN ——
where

)T ) = X T
e— > —

If it exists, the MLE qAb,, must thus satisfy

n A
Vol(n) =0 = Vpy(dn) = n—1ir.

Furthermore, existence of the MLE guarantees uniqueness by strict concavity:

~V34(9) = nV(¢) = cov{r} = 0
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Now notice that by the law of large numbers
ﬂcﬂm

- Z T(Y)) B E[T] = 8‘;7@), j=1,.. k.

It follows that Y
Vo(@n) = 0711 = V(o).

Now if Vg7 : Rk — R* were continuously invertible, with inverse map h, then the
continuous mapping theorem would give us:

Vo (fn) 5 Vor(d) = h(Ver(dn)) = h(Ver(d)) = én > ¢.

In fact, the inverse function theorem tells us that the infini ifferentiabl
function V47 : R — R¥ must admit a continuously differentiable inverse map h
locally.

In summary: provided it exists, the MLE of the natural parameter in a
k-parameter natural exponential family with open parameter space @ is consistent.

v
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Assuming we can get consistency, we can focus on understanding the sampling
distribution of the MLE. Fs

For simplicity, assume Xi, ..., X,, are iid with density/frequency f(x; @), 6 € R.
Introduce the notation:

N
o ((%:0) = log f(x:: 0)
o U(x;;0), x;;0) and {7(x;; ) are partial derivatives w.r.t 6.
)\

2 £
_8,7 r Tq
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Assuming we can get consistency, we can focus on understanding the sampling
distribution of the MLE.

For simplicity, assume Xi, ..., X, are iid with density/frequency f(x; @), 6 € R.
Introduce the notation:

@ /(x;;0) = logf(x;;0)

@ /'(x;;0), £"(x;;0) and £"'(x;; 0) are partial derivatives w.r.t 6.

Regularity Conditions ()
(Al) © is an open subset of R. Uwi¢ (0,9)

(A2) The support of f, supp(f), is independent of 6.
(A3) f is thrice contlnuously differentiable w.r.t. 6 for all x € supp(f

)
)
(A4) Eo[¢'(X;;0)] = 0 VO and varg[¢'(X;; 0)] = Zu(6) € (0,00) V6.
)
)

q“eC

(A5) —Eq[¢"(X: 0)] :@ ) € (0,00) V. N=E[(2)]
(A6) 3 M(x) >0 and § > 0 such that Eq [M(X;)] < oo and

080l <5 — |"(x:0)] < M(x) £ wv MO

Let's demistify these conditions...
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@ If © is open, then for 6 the true parameter, it always makes sense for an
estimatorf 6/to have a symmetric distribution around 6 (e.g. Gaussian).

0 | -0l <2 > §eaOn
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@ If © is open, then for 6 the true parameter, it always makes sense for an
estimator 6 to have a symmetric distribution around 6 (e.g. Gaussian).

o Under condition (A2) we have 2 supp £ f(x;8)dy =0 for all € © so that, if
we can interchange integration and @ tiation,

0= / %f(x; 0)dx = /ﬁ’(x;@)f(x; 0)dx = Eg[¢'(X;; 0)]

so that in the presence of (A2), (A4) is essentially a condition that enables
differentiation under the integral and asks that the r.v. ¢’ have a finite second

moment for all 6.
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@ If © is open, then for 6 the true parameter, it always makes sense for an
estimator 6 to have a symmetric distribution around 6 (e.g. Gaussian).

o Under condition (A2) we have < fsuppf f(x;8)dx = 0 for all 6 € © so that, if
we can interchange integration and differentiation,

d
0= | —f(x;0)dx = [ V/(x;0)f(x;0)dx = E [ﬁ’(X@
L / df / ’

so that in the presence of (A2), (A4) is essentially a condition that enables
differentiation under the integral and asks that the r.v. ¢’ have a finite second

moment for all 6.

@ Similarly, (A5) requires that ¢” have a first moment for all 6.
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@ If © is open, then for 6 the true parameter, it always makes sense for an
estimator 6 to have a symmetric distribution around 6 (e.g. Gaussian).

o Under condition (A2) we have < fsuppf f(x;8)dx = 0 for all 6 € © so that, if
we can interchange integration and differentiation,

0= / %f(x; 0)dx = /8’(X;9)f(x; 0)dx = Eg[¢'(X;; 0)]

so that in the presence of (A2), (A4) is essentially a condition that enables
differentiation under the integral and asks that the r.v. ¢’ have a finite second
moment for all 6.

@ Similarly, (A5) requires that ¢” have a first moment for all 6.

e Conditions (A2) and (A6) are smoothness conditions that will allow us to
‘linearize’ the problem, while the other conditions will allow us to ‘control’

the random linearization. l Q/“, l ¢ M (v 2
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@ If © is open, then for 6 the true parameter, it always makes sense for an
estimator 6 to have a symmetric distribution around 6 (e.g. Gaussian).

o Under condition (A2) we have < fsuppf f(x;8)dx = 0 for all 6 € © so that, if
we can interchange integration and differentiation,

0= / %f(x; 0)dx = /8’(X;9)f(x; 0)dx = Eg[¢'(X;; 0)]

so that in the presence of (A2), (A4) is essentially a condition that enables
differentiation under the integral and asks that the r.v. ¢’ have a finite second
moment for all 6.

@ Similarly, (A5) requires that ¢” have a first moment for all 6.

e Conditions (A2) and (A6) are smoothness conditions that will allow us to
‘linearize’ the problem, while the other conditions will allow us to ‘control’
the random linearization.

@ Furthermore, if we can differentiate twice under the integral sign

0 :/%[E'(X; 0)f(x;0)]dx = /E”(X; 0)f(x; H)dx—i—/(é’(x;e))zf(x; 6)dx

—— a— _ | /

so that Z(6) = J(0). J (o 1(®)
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Asymptotic Normality of the MLE

Theorem (Asymptotic Distribution of the MLE)

Let Xi, ..., X, be iid random variables with density (frequency) f(x; 0) and

satisfying the stated regularity conditions. If the MLE 6, exists uniquely and is
consistent, we have

ﬁ(én—e)iN@ %)

When Z:(0) = J1(6), we have of course \/n(0, — ) 4N (0, ﬁ)
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Asymptotic Normality of the MLE

Theorem (Asymptotic Distribution of the MLE)

Let Xi, ..., X, be iid random variables with density (frequency) f(x; 0) and

satisfying the stated regularity conditions. If the MLE 6, exists uniquely and is
consistent, we have

J
A 71(0)
0,—0) 5 N (0, 2 ) |
it~ 0) % (0. 7
When Z:(0) = J1(6), we have of course \/n(0, — ) 4N (O, Il%e))'

@ Note that this can be interpreted as

v (9’ nzll(m) =N (9’ zntm) '

@ In order words: the MLE is approximately normally distributed, approximately
unbiased, and approximately achieving the Cramér-Rao lower bound!

N\

0,

Y
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Why Z,(6)? (... curvature) Ty \Var (€)= B[(€)]

\
LTI L] \‘l' [ v [T — MLEofy
i i — Truep
g s
2 i
—— MLEofu
— Truep
T T T T T T T T T T T T
3 2 1 0 1 2 3 3 2 1 0 1 2 3
w u
—— MLEofu | —— MLEofu
— Truen J’ — Truep
:ll!m
A A
i
“;ié‘li
By
i
: g b
,I|
T T T T T T T T T T T T
3 2 1 0 1 2 3 3 2 1 0 1 2 3
0 u
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Why Z,(0)? (... curvature)

1 H ‘ 1 1 — MLE of ¢®
3 i i — True o®
i H
I ! 1
i i = i
| Vi
\ A
| | ‘
g g
Ed 4
— MLE of 0
— True o®
1 T T T T T T T T T T
0.0 0.5 1.0 15 2.0 25 3.0 0.0 0.5 1.0 15 2.0 25 3.0
02 02
— MLE of 0 — MLE of &
— True (,2 = True 02
3 E
T T T T T T T T T T T T
0.0 05 1.0 15 2.0 25 3.0 0.0 0.5 1.0 15 2.0 2.5 3.0
o? o
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Proof.
Under conditions (A1)-(A3), if 8, maximizes the likelihood, we have

; L
> (X 0,) =0.
=1 4 (%) - £(&)

E>,<\pe;nding this equation in a Taylor series, we get . ,(?/QQ) CX'O‘\
@’3 6 n R n V), CF” l 2
~ / .- — / .. 7 -G
[e—ﬁléi@iz_;g(x”e”) ﬁ;e(x,,9)+ < Cx\(;f )

(n+(0,—0))_2"(X:;0)
—~— =1
Fit o (0 — 07 3" 07(X:67)
i=1

J
with 6% lying between 6 and 0,
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N\
Dividing accross by +/n yields vn (€ ’9)

= \FZK’(X 0) + {/n(d, —9) Ze”(x 0)

1 2 11 *
*5,@25 (X::67)

which suggests that v/n(0, — 0) equals
L

Cntyr f’(x/D
P TS (% 6)

)02n)— 12,_@/ (X:: 6%) )
G — —

Now, from the central limit theorem and condition (A4), it follows that

n 4 /
% Zé’(X;; 0) < N(g, Itl/(e))-

zﬁl}K =
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Next, the weak law of large numbers along with condition (A5) implies

P (X 0) = =T (0).

(e

By Slutsky's lemma, the theorem will follow if we show that R, 250, This is
established in the next lemma, which we appeal to, completing the proof. N

Lemma |

In the same context as in the previous theorem,

27:1 (X, 07) 50

n

for any random variable 0} on the segment joining f, and 6.
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Next, the weak law of large numbers along with condition (A5) implies
P (X3 0) S =T (0).

By Slutsky's lemma, the theorem will follow if we show that R, 250, This is
established in the next lemma, which we appeal to, completing the proof. []

Lemma |

In the same context as in the previous theorem,

for any random variable 0} on the segment joining f, and 6.

Proof. (x)
We have that for any € > 0

A~ "
P[|R,| > €] = P[|Ra| > €,]0, — 0] > 6] + P[|R,| > €, |0, — 0] < 4]

<P[|0,—0|>6]20 5 WonGidtn oy Ua& MLE

S
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%
If |6, — 6] < 6, (A6) implies [Ro| <C/S7  M(X;) = W,
e

SO we may write = M
Ny
P[|Ral > e, 0, — 6] < 8] < B[IR|(> . |Ral(S) (1/2)5 )]
— = ———8 —l— -_—
and for £ > 0, the last term can be bounded by = \?(ﬁ s [R.] ¢ 2gM"‘>

P[|R,| > €, |Rn| < (1/2)6M,, M, < M + €]+
+P[|Ra| > €, |Rn| < (1/2)6M,, M, > M + €]

which in turn is bounded by

< PlRal > € [Ra| < (1/2)6(M + )] + P[M, > M + £]
< P[|R,| > €, |Rn| < (1/2)6(M + &)] + P[|M, — M| > €]

But the law of large numbers implies that

i = — 3 MOX) 5 EMOX)] X o,

N~ —

Myrto Limnios and Rajita Chandak (EPFL) Statistics for Data Science 22 /41



It follows that )
P[|M, — M| > &] — 0.

Since we can always choose ¢ to be as small as we wish, we can make the term

L
P[|Ra| /&) [Ra| < (1/2)5(M +&)] — O
g +Y
equal to zero. In summary, we have established that R, = 0
[]
y
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Optimal Estimation and the Role of Bias in Finite Samples

Does this mean that likelihood estimators are essentially optimal?
— =
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Optimal Estimation and the Role of Bias in Finite Samples
B> e > plasd)r
Does this mean that likelihood estimators are essentially optimal?
@ The result holds asymptotically in n, so care must be taken in interpreting it.
For finite sample size n, the theorem says very little.

Though bias must vanish asymptotically for consistency to go through...

)

)

@ ... a little bit of bias can help reduce variance in finite samples.

@ The delicate finite-sample tradeoff of bias and variance is decisive.
Q

Manifested both in parametric and (quite lucidly) nonparametric estimation.
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Here's a spectacularly simple (and surprising) counterexample by Charles Stein.

Stein's setup
Q Let Yi,...., Y, be independent random variables.

@ Assume that Y; ~ N(fi), 0?).

e Notice that each Y; has a different mean but same variance.

© Suppose that o2 is known, say o° = 1 (wlog)
@ Unknown parameter to estimate: g = (pt1, ..., ftn) 6@

© Consider mean squared error to judge quality.

— Looks like the usual setup, but notice the subtlety: the dimension of the
parameter dim(u)=n grows along with the dimension of the sample size.

Is this artificial? No: many modern problems have # parameters comparable to #
observations.

— Will later see other examples with parameter dimension fixed relative to
sample size (ridge regression).
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By independence, the loglikelihood in Stein’s setup is

n
Sy

() = 3 log(2m) — 5 S (¥i — )’

and by differentiation and convexity, we have

L3y fprwn=l
p=(Y1,..,Y,)" " “t

is the unique MLE of u.

@ Intuition: we essentially have n Gaussian mean separate problems, each of
sample size 1.

@ Hence separately estimate each of these means by corresponding sample mean
(which is Y; since there is only 1 observation in each sample)

The MSE of this estimator can be easily calculated to be equal to n:

L n
MSE(f, ) = Ef — pl* = ) (Y — mi)* =(n. )
— i=1

Stein realised that one can always improve this MSE by cleverly introducing bias...
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The James-Stein Estimator

Theorem (James-Stein)

Let Y = (Y4,...,Y,)" besuchthat Y ~ N(u, l,x,), o € R" (Stein's setup). Let

ft, )be an estimator defined as LA
SO

)il (1- HYH2> -5

i.e. a shrunken version of the MLE fi. Then, if n > 3
‘/’,f/“
@ for all a € (0,2n — 4),

—

o MSE(fi,, p) < MSE(f1, p)

Q fora=n-—2,

= —

J g
MSE(fin-2, 0)(2 MSE(#, 0)

© Forall u € R" and all a € (0,2n — 4),

B ) < MSE(EE ). < MSEC. )
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Comments:

@ The result is surprising, not just because the MLE is outperformed.

@ The JS estimator takes the MLE and shrinks it towards zero.
—— T

@ The amount of shrinkage depends o

@ That is, we take into account the estimate of p; in order to estimate y;
(i # j), even though these are completely unrelated (no “smoothness”
assumptions on ).

@ The performance of the MLE as compared to the JS estimator becomes
worse and worse as n grows.

@ The proof is surprisingly elementary (once one knows what to look for!)
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We'll need a simple lemma first. SUAV - Uv- j\jdq
Lemma ().

Let Y ~ N(0,0%) and h: R — R be differentiable. If
Q E|h(Y)| < o0,

-

Q@ lim { h(y) exp [_T;(y — 6’)2] } =0,

y—+o00 ]

then
E[A(Y)(Y — 0)] = c’E[H'(Y)].

Proof (x).

By definition, E[A(Y)(Y —0)] = —— [ h(y)(y — 6)e” 20200 gy

Integration by parts transforms the right hand side into

o2 +00

o\ 2T (h(y)e 0 )) —00 0\/7

\ . J/
"~

h’ y)e 202 (y— )dy

J/

-~

=0 =o2E[h (V)

—
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Proof of the James-Stein Theorem. (x) Co- 05$
Ma

VSR )= @‘) H i
€1y -l 2= (aY:(\rP “) = i

&

A é/ —_—————
MSE( P IR R T R
- 2k Py + 8 7]
L

Now define n differentiable functions h R"” — R by

and observe that, for all i € {1,...,n} and all {uj}ﬁg, c R"1,

lim {hi(u)exp |— 5= (ui — pi)?| } =0,

u;—too
/_a

where we note that h; becomes an R — R function once {u;};; € R"! is fixed.
n——

y
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We now use the tower property and apply our lemma to re-write K [Y"(?,/"_“")} as

- S 2 S v
E{E [yt 1} = E{B NNV = m)l (Y} } =

gng{E[au, h(w)l,. Yr{v}ﬁe,}} B 5 by | =B [P

It follows that the MSE can be written as /
B, W)

_ nl| Y% = 2||Y]? 1
st ) = (5 aen | WEAVE] 1]

0

Now, the polynomial p(a) = a? — 2a(n — 2) is strictly negative in the range
(0,2n — 4). Therefore, we have proven part (1). Furthermore, on the same range,
p(a) has a unique minimum at a = n — 2, which proves part (3). For part (2),
note that if u =0, x@ SO E[1/||Y||2] = 1/(n — 2) (recall that n > 3).
Consequently, MSE(53<>,0) = 2

Mon ) L]
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Beyond Mean Squared Error

/

Much of our discussion can be extended to cases where the MSE is replaced by
some other convex measure of performance.

—_—

One can formulate a general framework as follows:

{

@ Replace |0 — 0]| by different deviation measure £(8,6) called a loss function.

A ————

N
o The expected loss is then called the risk, [ = Il -l

@ The choice of loss function can be crucial and must be made judiciously.
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Let Yi,..., Y, g Exponential(\), n > 2. The MLE of )\[is
¥

ﬁ=@ - L2\

with Y the empirical mean. We can easily calculate

E[A] :

It follows that A = (n — 1)\/n is an unbiased estimator of A. Observe now that

——

MSE()) < MSE(\)

since \ is unbiased and var()\) < var(\). Hence the ) is strictly dominated by .

Observe that the parameter space here is (0, >0):

@ In such cases, quadratic loss penalises over-estimation more heavily than
under-estimation

@ The maximum possible under-estimation is bounded!

————
@ What happens if we change the loss function to account for that?
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Consider a different loss function
L(a,b) =a/b—1—log(a/b)

where, for each fixed a, lim,_0L(a, b) = limp_, o L(a, b)
Now, for n > 1,

T a\Y n\Y
R @ = K —1—1

= K, _)‘V_l_log()\\_/)]-l-EA()\?) —Iog( d >

N - J/ n_]. n_].

RQ@ g(n)
>0
where we wrote Y = 2=1Y + 1Y Note that E,[Y] = , SO

gn) = ni1_|0g<ni1)°

We claim that(é(n) > 0 for n > 2.
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Using log x = [, t™1dt, this follows if

> log(x + 1) — log x, x>1
x+1
> / t—ldt, x> 1

which holds by a rectangle area bound on the integral, as follows:

—

X | = X | =

— :[(X—|—]_)—X]— :/ —dt>/ —dt, when x > 1
X X X X X t

Consequently, R(X,\) > R()\,A) and A dominates .
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Decision Theory
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An Abstract Nomenclature for Inference

We can push generality even further, and obtain an all encompassing framework.

Called decision theory, it views inference as a game between nature and the
statistician.

Myrto Limnios and Rajita Chandak (EPFL) Statistics for Data Science 37 /41



An Abstract Nomenclature for Inference

We can push generality even further, and obtain an all encompassing framework.

Called decision theory, it views inference as a game between nature and the
statistician.

Recall our general framework for statistical inference:

© Model phenomenon by distribution F(y1, ..., y,;0) on V", some n > 1.
© Distributional form is known but 6 € © is unknown.
© Observe realisation of (Y1,...,Y,)" € V" from this distribution.

© Use the realisation {Y1,..., Y,} in order to make assertions concerning the
true value of 6, and quantify the uncertainty associated with these assertions.
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An Abstract Nomenclature for Inference

We can push generality even further, and obtain an all encompassing framework.

Called decision theory, it views inference as a game between nature and the
statistician.

Recall our general framework for statistical inference:

© Model phenomenon by distribution F(y1, ..., y,;0) on V", some n > 1.
© Distributional form is known but 6 € © is unknown.
© Observe realisation of (Y1,...,Y,)" € V" from this distribution.

© Use the realisation {Y1,..., Y,} in order to make assertions concerning the
true value of 6, and quantify the uncertainty associated with these assertions.

The decision theory framework formalises step (4) to include estimation, testing,
and confidence intervals.
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The decision theory framework has the following elements:
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The decision theory framework has the following elements:

e A family of distributions F, usually assumed to admit densities (frequencies).
This is the variant of the game we decide to play.

Myrto Limnios and Rajita Chandak (EPFL) Statistics for Data Science 38 /41



The decision theory framework has the following elements:

e A family of distributions F, usually assumed to admit densities (frequencies).
This is the variant of the game we decide to play.

@ A parameter space © which parametrizes the family 7 = {Fg}9co. This
represents the space of possible plays/moves available to Nature.
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@ A data space )", on which the parametric family is supported. This
represents the space of possible outcomes following a play by Nature.
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The decision theory framework has the following elements:

e A family of distributions F, usually assumed to admit densities (frequencies).
This is the variant of the game we decide to play.

@ A parameter space © which parametrizes the family 7 = {Fg}9co. This
represents the space of possible plays/moves available to Nature.

@ A data space )", on which the parametric family is supported. This
represents the space of possible outcomes following a play by Nature.

@ An action space A, which represents the space of possible actions or
decisions or plays/moves available to the statistician.

@ A set D of decision rules. Any § € D is a (measurable) function § : J" — A.
These represent the possible strategies available to the statistician.

@ A Joss function L : © x A — RT. This represents how much the statistician
has to pay nature when losing.
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The decision theory framework has the following elements:

e A family of distributions F, usually assumed to admit densities (frequencies).
This is the variant of the game we decide to play.

@ A parameter space © which parametrizes the family 7 = {Fg}9co. This
represents the space of possible plays/moves available to Nature.

@ A data space )", on which the parametric family is supported. This
represents the space of possible outcomes following a play by Nature.

@ An action space A, which represents the space of possible actions or
decisions or plays/moves available to the statistician.

@ A set D of decision rules. Any § € D is a (measurable) function § : J" — A.
These represent the possible strategies available to the statistician.

@ A Joss function L : © x A — RT. This represents how much the statistician
has to pay nature when losing.

Choice of A determines what inference we are making. Choice of D determines
what class of procedures we are willing to entertain. Choice of £ determines how
We measure our errors.
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The statistician would like to pick strategy d so as to limit his losses. But the
losses are random, which is why risk comes into play.

Given a decision rule § : Y" — A, the risk is R(6,0) =E [L(4(Y),0)].
D MLE eshiveti UM - T
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The statistician would like to pick strategy d so as to limit his losses. But the
losses are random, which is why risk comes into play.

Given a decision rule § : Y7 — A, the risk is R(5,0) =E[L(6(Y),0)] .
The key principle of decision theory is that

decision rules should be compared by comparing their risk functions
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The statistician would like to pick strategy d so as to limit his losses. But the
losses are random, which is why risk comes into play.

Given a decision rule § : Y7 — A, the risk is R(6,0) = E¢[£(5( Y), 0)].
The key principle of decision theory is that

decision rules should be compared by comparing their risk functions

@ Risk varies depending on true state of nature, though.

® et

@ So comparisons can be made in different ways:

© Uniform (hard). Seek dominance everywhere in ©.
© Minimax (relaxed). Compare worst-case risks over O.

© Bayes (relaxed). Compare average risk over ©

Will not go into details, but will give two definitions for educational purposes.
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Rather than look at risk at every 6 minimax risk concentrates on maximum risk

Definition (Minimax Decision Rule)

Let D be a class of decision rules for an experiment ({fs }9co, L). If

/
SUPyco 1Ifx’(@, g/) < supgee R(4, c%/’), vV eD,

then ¢ is called a minimax decision rule.
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Rather than look at risk at every 6 minimax risk concentrates on maximum risk

Definition (Minimax Decision Rule)

Let D be a class of decision rules for an experiment ({fy}oco, L). If
supgeo R(6,9) < supyeg R(6,6"), V& €D,
then 0 is called a minimax decision rule.

Rather than look at risk at every # Bayes risk concentrates on average risk

Definition (Bayes Risk) |

Let 7(0) be a probability density (frequency) on © and let § be a decision rule for
the experiment ({f@}@e%,é/%‘. The 7-Bayes risk of § is defined as

) y
(7. 0) = /@ R(6, 5)m(6)d6 — /@ /X (0, 5(y)) o (y)dy(8)do

W

If 6 € D is such that r(m,0) < r(m,d’) for all &' € D, then ¢ is called a Bayes

——

decision rule with respect to .

The prior 7(6) places different emphasis for different values of 6 based on our
prior interest /knowedge.

AN
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Comments:

@ Minimax rules are useful to establish the fundamental inferential complexity
or a statistical experiment.

@ But using them for more practical purposes requires caution.

@ Motivated as follows: we do not know anything about 6 so let us insure
ourselves against the worst thing that can happen.

@ Makes sense if you are in a zero-sum adversarial game: if your opponent
chooses 6 to maximize L then one should look for minimax rules.

@ If there is no reason to believe that “nature” is trying to “do her worst”, then

the minimax approach is overly conservative: it places emphasis on the “bad
0"

@ Bayes rules are quite attractive as they can nearly never be uniformly
dominated.

@ Intuitively, if you can show your rule to be Bayes for a nice prior, you know
you're doing reasonably well.
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Hypothesis Testing

© Model phenomenon by distribution F(yi, ..., ¥, 6) on V", some n > 1.
@ Distributional form is known but 6 € © is unknown.
© Observe realisation of (Y, ..., Y,,)T € V" from this distribution.

© Use the realisation {Y1,..., Y,} in order to make assertions concerning the
true value of 6, and quantify the uncertainty associated with these assertions.

=By VO
The first sort of assertion we wish to make is:

© Hypothesis Testing. Given two disjoint regionsnd which is more

plausible to contain the true 6 that generated our observation (Yq,...,Y,)'?
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The context:

© We know that the true parameter lies in one of two subsets: ©g or ©1, with

QN =0.
Lt

@ We need to use the sample (Y7,..,Y,)' at hand to decide between the two

possibilities.

© This situation presents itself often in science, where two concurrent theories

need to be confronted with the empirical evidence.

©® The null hypothesis Hy which states that 6 € Oy,
‘lili:(?éf o,
@ The alternative hypothesis that postulates 6 € ©1,

@:96@1. ‘Ho\
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@ One of the biggest questions of the last quarter century in physics: whether
the infamous Higgs boson existed or not.

@ Using the standard model of particle physics, we can calculate how many

diphotons would be produced on average in the absence of Higgs' boson. Call
this number b > 0.

@ Similarly, we can calculate the additional mean number of diphotons produce
if the Higgs boson existed. Call this number s > 0.

@ Diphoton events are well-accounted to be Poissonian with mean (say) p.

Our null hypothesis (no Higgs) is then
Ho v ?/b,
and the competing alternative is

H12,LL:b—|-S.
S
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Our decision must be based on the sample, so we need to define:

Definition (Test Function) G Y '— A
A test function is a map ()'z: y"—{0,1}. J

Obtaining 0 or 1 must be decided on whether or not the sample satisfies a certain

condition:
1, #T(Vh,..., Va)e C
o vy = (b T Yade €
0, ifT(Yy,...,Y,) & C,
where

@ [ Is a statistic called a test statistic and

@ C is a subset of the range of T, called critical region.

In compact form

5(Y1,...,Yn) = I{T(Yl,,yn) S C}

c~—————
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@ To choose good test functions we need to quantify the performance of a test
function.

Remark that, obviously, o0 is just a Bernoulli random variable:

1, with probability P[T(Y1,...,Y,) € C]=9
0, with probability P[T(Y1,...,Y,) & Cl.

5 —

@ S0 a good test function must have a sampling distribution concentrated
around the right decision.

@ The difference from point estimation is that our action space is discrete.

@ Can we get an analogue of mean squared error?

19D6TE OF heall SARTER =0
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Possible errors! to be made?

Action / Truth Ho H
0 O Type |l Error
1 Type | Error < T
By an abuse of terminology,@we could c‘ijfine:
MSE(%@ = Eg[(0 — }4)2], i €{0,1}.
o

Since ¢ is Bernoulli, and i takes values in {0,1}, we have

MSE(5, H) = Eol(o — i) = Ballo — ] =

V\/—\/—

/\\

.—5

(=) 3

-—9

Bglél.  i6c 6
1—E9[5], if 0 € ©;.
\_"_————

P9[5:1], if 0 € O,
i

\].—PQ[(S:].], if 0 € ©5.
Pols =1, 1o e o)

\]:P)Q[(S:O]’ if 0 € ©1.

1Potential asymmetry in practice: false positive VS false negative. Will return to this.
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In decision theory terms, the action space is A = {0,1} and the loss function is

the so-called “0-1" loss,
(1 if0e6 & (Type | Error)
a==~0

L(a,0)=¢1 ifeO & (Type Il Error)
0 otherwise (No Error)

\

l.e. we lose 1 unit whenever committing a type | or type |l error.
< =

The risk function then becomes

Eo[1{d =1} =Pyld =1] if0 € Oy (prob of type | error)

R(6,0) =
(9,6) {E9[1{5—0}]_P9[50] if 0 € ©; (prob of type Il error)

In short, J
R(5, 9) = ]P)Q[(S = 1]1{9 c eo} +P9[5 = 0]1{(9 c @1}

Can we hope to simultaneously control both type | and Il error probabilities? <
Unfortunately the answer is no.
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Here's why let 6(Y1,...,Y,) =1{T(Yq,..
reduce the type | error probability

P9[5: 1]7

(\_/V—\/

(96@0,

for all 6 € ©y.

To do this, we must replace C by a subset C, C C, obtaining
0 =1{T(Y1,...,Yn) € CH}.
- T
Observe that, V0 € O,

Po[s, = 1] = P[T(Y4,...,Y,) € C*]®IP>[7:(Y1, s V) € Cl =Pyl = 1]

On the other hand C, C C = Cf D C®andso Vf € ©;

A L—

Polo. = 0] = P[T(Vs,..., Ya) ¢ CIE PIT(V, .., ¥a) & C] =Pyl = 0]
C C; cC T

By reducing the type | error probability we increased the type Il error probability

We need to make some concessions...
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The Neyman-Pearson framework

s

The fundamental paradigm of Neyman and Pearson informally dictates:

© In applications, one type of error (false positive or negative) is typically more
severe.

© Say this is the type | error, and exploit the asymmetry: fix a tolerance ceiling
for the probability of this error.

© Given this ceiling, consider only test functions that respect it, and focus on
minimising type Il error (i.e. maximising power).
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In mathematical terms:

The Neyman-Pearson Framework
© We fix an a € (0,1), usually small (called the significance level)
NS

@ We declare that we only consider test functions 6 : X — {0, 1} such that

@E D(©o,a) = {4 : SUPyco, Pylo = 1] -

I.e. rules for which prob of type | error is bounded above by «

— Jargon: we fix a significance level for our test

© Within this restricted class of rules, choose d to minimize prob of type Il error:

Wi ;-@ 0 €0,
——

© Equivalently, maximize the power & yua

(sinced=1<«= 1{o6=1}=1and ) =0 <= 1{6 =1} =0) J
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@ Neyman-Pearson setup naturally exploits any asymmetric structure

@ But, if natural asymmetry absent, need judicious choice of H
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@ Neyman-Pearson setup naturally exploits any asymmetric structure
@ But, if natural asymmetry absent, need judicious choice of H

Example: Biden VS Trump 2024. Pollsters gather iid sample Y from Florida with
Y; = 1{vote Trump}. Which pair of hypotheses to test?

{Ho : Trump wins Florida OR {Ho : Biden wins Florida

H; : Biden wins Florida Hi : Trump wins Florida

Myrto Limnios and Rajita Chandak (EPFL) Statistics for Data Science 52 /56



@ Neyman-Pearson setup naturally exploits any asymmetric structure
@ But, if natural asymmetry absent, need judicious choice of H

Example: Biden VS Trump 2024. Pollsters gather iid sample Y from Florida with
Y; = 1{vote Trump}. Which pair of hypotheses to test?

Hoy : Trump wins Florida OR Ho : Biden wins Florida
H; : Biden wins Florida

Hi : Trump wins Florida

@ Which pair to choose to make a prediction? (confidence intervals?)

@ If Trump is conducting poll to decide whether he'll spend more money to
campaign in Florida, then his possible losses due to errors are:

(a) Spend more $'s to campaign in Florida even though he would win anyway:
lose $'s

(b) Lose Florida to Biden because he thought he would win without any extra
effort.

@ (b) is much worse than (a) (especially since Trump had lots of $'s)

@ Hence Trump would pick Hy = {Biden wins Florida} as his null
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Finding Good Test Functions

Consider the simplest situation:

O = {bp} & ©1 = {601}

The Neyman-Pearson Lemma - Continuous Case
Let J’/ have joint density/frequency f € {fy, fi} and suppose we wish to test

Ho: f =1 Vs Hy: f =Af.

v V1

It A(Y) = ﬂ(%’)/ﬁ)(Y) is a continuous random variable, then there exists a k > 0
such that —— 7 £ > [L,Co

Po[A(Y) >@ = a

and the test whose test function is given by

oY) =1{AY) = k},

e

is a most powerful (MP) test of Hy versus H; at significance level .
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Proof. |

Use obvious notation , IE@) P, P1 corresponding to Hy or H;. Let

Go(t) = Pfl[l\f—t] By assumption, Gq is a differentiable distribution function, and
so“is onto [0, 1]. Consequently, the set— {t: Go(t) =1— a} is non-empty
for any a € (0,1). Setting k = inf{t € K1_q} we will have Po[A > k] = a and k
is 5|mply the 1 — o quantile . of the distribution Go. Consequently,

PN €1e)=G)
Pold = 1] = « (since Py[0 = 1] = Py[A > k]) = lFR

and therefore § € D({0p}, ) (i.e. d indeed respects the level ).
To show that ¢ is also most powerful, it suffices to prove that if ¢ is any function

with ¥(y) € {0, 1}, then -

% Y/
Bolo(Y)| < Eold(Y)] = Eyfu(Y)] < Bifo(Y)].
—=(by firs’:;art of proof) ﬁ;(;b) 5;(5)

(recall that 51(6) =1 — P1[6 = 0] = P1[6 = 1] = E41[d]).
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