STATISTICS FOR DATA SCIENCE RaAJiTA CHANDAK AND MYRTO LIMNIOS

ASSIGNMENT SHEET 11 Spring 2025

Assignment 1 (efficient computation of Cook’s distance). We have seen a measure of the
influence of the k-th observation over the regression coefficient. This measure, Cook’s distance,
is defined as

1
Cr = — |17 — 9-x?,
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where y_p = X B—k and B—k; is the estimator of 8 without the k-th observation. It seems like
one would need n + 1 regressions in order to calculate C1,...,C,. We shall see that one can
get the Ci’s using only the complete regression on (y, X) by means of the formula

Ck = r%hkk )
p(1 — hgg)

where 7}, is the k-standardised residual and hgy is the k-th diagonal element of the hat matrix

H=X(XTX)"1xT,

Let x{ be the k-th row of X, so that x; € RP and

(1)

X = (2q,... s Tn)pxn-

Denote X_; the n X p matrix whose [-th row is :clT if I # k and whose kth row is 0 € RP. In
symbols
X1 = (21, .., 51,0, Tpg1s - T).

In this exercise, you can use the identity

T
21 n
T X
(x1,..ymn) | 2 | = E x;z; € RP*9,
T i=1
Zn
where x; e RP, z; e RY, ¢ =1,...,n.

Moreover, for compatible matrices A, B and C,
row; (AB) = row; (4) - B,
colg(AB) = A - coli(B)
(ACB)j = row;(A) - C - coly(B),

where row;(A) represents the j-th row of A, as a row (rather than column) vector,
coliy(B) represnts the k-th column of B, as a column vector, and “” is the usual
matrix product.

(i). Show that X7, X_j = XTX — zyal.
(ii). (a) Show the Sherman-Morrison formula

A T A1

-1 _
(A+uvT) =A 1_71+UTA*1U’

where Ay, is invertible and u,v € R" satisfy v7 A= u # —1.
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(b) Deduce that

1
1_hkk

(ngX_@1::<I+ (Xij‘Hm@£>(xTx)‘3

(iii). Show that
(a) XTI,y =XTy — ypy,
(b) a:f(XTX)*leky = (1 — hgk)yr — ex,

and conclude that .
€L (XTX) - Tk

Bop=5-
(iv). Lastly, show that ||§ — 9[> = hgrez/(1 — hix)?, and conclude (1).

Assignment 2. Consider the cement data (n = 13). The residual sum of squares (RSS) for
all the models containing the intercept are given below.

model RSS  model RSS model RSS

———— 27158 12-- 579 123- 4811
1-——- 1265.7 1-3- 12271 12-4 4797
-2-—- 9063 1--4 748 1-34 50.84

-—3- 19394 -23- 4154 -234 7381
-—-——4 8839 -2-4 8689
-—-34 1757 1234 47.86

Calculate the analysis of variance table when adding x4, x3, z9 and z1 to the model in this
order and test which terms should be included in the model at significance level o = 0.05.
Are the conclusions the same as in slide 407 ?

Assignment 3 (automatic model selection). Consider again the cement data from the course.
The residual sum of squares (RSS) as well (some of!) the values of Mallows’ C), for the models
containing the intercept are as follows :

model RSS Cp | model RSS Cp | model RSS Cp
---- 27158 44258 | 12-- 57.9 123- 481

1-3- 12271 19794 | 12-4 48.0
1--- 1265.7 20239 |1--4 74.8 549 | 1-34 50.8
-2-- 906.3 -23- 4154 6238 | -234 738 7.325
--3- 19394 31490 |-2-4 8689 138.12
---4 8839 13862 |--34 1757 2234|1234 479 5

a) Use forward selection and backward elimination to choose a model for the data. Include
significant variable at 5% using the F-test

»_ BSS(BL) — RSS(Brugy)
RSS(Bgyp)/(13 = 5)

in order to decide whether the j-th variable is significant.
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b) Mallows C), is defined as (see slide 423)

RSS,
s2

Cp = P yop—n.

Note that s? is the estimator of the variance o2 under the full model.

i) Calculate the missing values of C}, in the table, and explain how one uses this criterion
for model selection.

ii) Which models would be chosen by forward selection, backward elimination, and Mal-
lows” C}, 7 Are the three models same ?

Assignment 4 (AIC and Gaussian linear models).
Show that the AIC criterion for a gaussian linea model and a response vector of size n with
p covariates can be written as

AIC =n log 62 + 2p + const,

where o2 is the unknown variance of the model and 62 = RSS,/n is the MLE estimator for
2

o°.
Assignment 5 (Cross validation and number of parameters).
Using the fact that

B,—p— (y; — 9)(X*X) "

1= hyj ’

show that N
V=) (y;—atp_;)’ (2)
j=1

can be written as

v = zn: _xtﬁ) (3)

What is the advantage of using the formula (3) over the formula (2)?



