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A note on notation: sometimes it is useful to discuss the autocovariance sequence of multiple different time
series. Often, for a time series {X;}, the autocovariance will be written as yx (7), even if it is really a sequence.
This is because the notation is usually cleaner than the alternatives such as yx . Whether the autocovariance
is a sequence or a function will be clear from context.

Exercise 1.1

Let X; be distributed as a student ¢ distribution on one degree of freedom independently across ¢. Is {X;}
weakly stationary?

Solution 1.1

Since X; has 1 degree of freedom, its expectation and variance are undefined (X; has a standard Cauchy
distribution). Therefore, X; is not weakly stationary.

Exercise 1.2

Let {X;} be second order stationary with autocovariance 7, and &; be iid with finite variance. Furthermore,
assume {X;} and {&;} are mutually independent. Determine the autocovariance of Z; = X; + &;.

Solution 1.2

Assuming that X; and &; are independent, we have for all t,7 € Z,
Cov (Xt, 5t+7‘) = Cov (Et, Xt+7-) =0.

Moreover, since ¢; are iid we have Cov (e¢,e¢1,) = Var(e) if 7 = 0. If 7 # 0 then Cov (e, &44,) vanishes.
Therefore,
Var (X;) + Var (e;) if 7 =0,

Cov (Zt, Ztyr) = Cov (X, Xiyr) + Cov (et €440) = { ]
Y if 7#0.

Exercise 1.3

Let Y; be iid Gaussian random variables of mean 0 and variance o%. Let a,b and ¢ be constants. Which of the
following processes are weakly stationary /strongly stationary, and if so, give their mean and ACVS.

1. Xy =a+bY; +cYy_q,

2. Xy = a+bYy,

3. Xi =Y cos(ct) + Yasin(ct)
4. X; =Y, cos(ct)



Solution 1.3
1. We have E (X;) = a + bE (Y3) + cE (Y;—1) = a. Using the fact that Y; are iid, we have

Cov (X, Xpy7) = b Cov (Y, Yiy7) + be Cov (Ye, Yigr 1) + be Cov (Yio1, Yiqr) + ¢ Cov (Yi1, Yigpr—1)
(b2+02)off ifr=20
= { beod ifr==1

0 otherwise.

Since Cov (X¢, X¢4-) depends upon the lag 7 only and not ¢, and the variance is finite, X; is weakly
stationary. Moreover, X; is Gaussian, as a linear combination of Gaussian variables, so X; is also strongly
stationary.

2. Similarly, we have E[X;] = a, and Cov (Xy, X;1,) = Cov (bYp,bYy) = b%0%. We conclude that X, is
weakly and strongly stationary.

3. We have E[X;] =0, and

Cov (X, Xi+r) = Cov (Y7 cos(ct) + Yasin(ct), Y1 cos{c(t + 7)} + Yasin{c(t + 7)})
= [cos(ct) cos{c(t + T)} + sin(et) sin{c(t + 7)}] oy
= cos{ct — c(t +7)}o%

= cos(cr)od

Thus, X; is weakly and strongly stationary.

4. We have E (X;) = 0, and Cov (Xy, X;4,) = cos(ct) cos{c(t+7)}oi. Therefore, X, is not weakly stationary,
so not strongly stationary.

Exercise 1.4
Determine the autocovariance of €, which is uncorrelated across ¢, but with fixed variance ¢? and mean zero.

Solution 1.4

Clearly we have

Exercise 1.5
Determine the autocovariance of X; = 61¢; + 02¢;_1 where ¢; which is mean zero, uncorrelated across ¢t but with

fixed variance o2.

Solution 1.5
We have

vx (1) = 9% Cov (gt,€t4+) + 0102 Cov (g4, 447—1) + 6102 Cov (41, E¢47) + 93 Cov (gt—1,€t47-1)
(034 63) 0% ifr=0
= (91(920'2 lf T==+l1
0 otherwise

Exercise 1.6

Suppose that {X;} and {Y;} are uncorrelated stationary time series, i.e. X; and Y; are uncorrelated for every
choice of ¢ and s. Show that the sequence {X; + Y;} is stationary with an autocovariance that is the sum of the
autocovariance sequences of {X;} and {Y;}.



Solution 1.6

We have three conditions to check:

1. Since E[X;] and E[Y;] are constant (by the stationarity of X; and Y;), we have that E[X; +Y;] =
E [X:] + E[Y:] is also constant.

2. For any t € Z, we have

Var (X; +Y;) = Var (X;) + 2 Cov (X, Y:) + Var (V)
= Var (X;) + Var (Y})

< 00.

3. Using the bilinearity of the covariance, we have for all t,7 € T

Cov (X; + Yy, Xiyr + Yigr) = vx(7) + Cov (Xy, Yigr) + Cov (Y, Xiir) + v (7)
=vx(7) + v (7).

Therefore, X; + Y; is also weakly stationary.

Exercise 1.7
Suppose that {X;1},{X¢2},...,{Xm} are stationary processes with zero means and

’)/j(T) = Cov (Xt,jaXt+T,j) .

I E[X;;Xi+-% =0 for all £,7 and j # k determine the autocovariance sequence of

m

Xe=>» Xuj.
j=1

Solution 1.7

Using that the processes are zero mean, we have that

vi(m) ifj =k, 1)

Cov (Xt 5, Xeqri) =E[X; j Xeyri] = .
0 otherwise.

Using the fact that different processes X; are not correlated and that they have zero means, we have for all
t,reT

vx (1) = Cov Z Xt,j, Z Xitrk (by definition)
j=1 k=1
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Cov (Xy,j, Xttrk) (by bilinearity of covariance)
=1

(7). (by (1))
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The easiest way to see why the double sum reduces to the single sum is to see the former as the sum of all the
elements of a matrix that contains zero everywhere except on its diagonal.



