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Exercise 10.1
Let €; be a white noise process. Show that the best one-step-ahead predictors for the causal AR(2) process

Xi =01 Xy 1+ X2+

based on one observation X; and on two observations X7, Xs are

X=X =pXe XF= 61+ 6.
0
Exercise 10.2
Theorem. For a stationary process { X}, X, is found by solving for Po,. .., Bn the prediction equations

E[(Xn+h—Xg+h)Xk]:0, k:O7...,n,

where Xo =1, and X', = fo + Z?Zl B;X;. Let p=E[X,].

The ; are then given by the solution of the system of equations

I‘n/B = V[h]a ﬂO =H (1 - ﬁTln)

with
Yo et cee -1 B1 TIn+h—1
" Y o - Yn-2 B2 Vnth—2
r,=| . . 1B =| | andym = : . (1)
Yn-1 Yn-2 --- Y0 Bn Vh

1. Prove the above theorem
(a) Express the mean prediction error of X!, , in matrix form in terms of Var (X), 8 and S.
(b) Find the expression of 8y by using the properties of the best linear predictor.
(¢) Explain why there is no loss of generality in considering p = 0. What is then the value of 5y?
(d) Show that if y = 0, then the best linear predictor satisfies

Var (X) 8 = Cov (X4, X) . (2)
(e) Show that the prediction equations for k = 1,...,n are equivalent to (2). Explain how you found
the prediction equation for £ = 0 in the previous steps.
2. Assume T, is invertible.
(a) Express X!, in matrix form. How does it differ from the result seen in the lecture (e.g. p = 0)?

(b) What is the prediction mean squared error? How does it differ from the result seen in the lecture?



Exercise 10.3

Prove the following theorem
Theorem. The best linear predictor X', for X1y in a causal ARMA process with general linear representa-

tion Y07 o hjei—j is

oo
nth = Z¢j5n+h7]’ = Ynen + Yrp1En—1+ .
i=h

; . . h—1
The corresponding prediction mean square error is o> ijo %2‘-



