Recall that we proved last year that if Y1,..., Y, N (u,02), then:

o Y ~ N(u,0%)
e Y is independent of S?

n—1 g2 2
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I claimed during the lecture that this follows as a corollary of the Theorem in slide 76. To see

this, let Y1,...,Y, ud N(u,0?) and define

g=Y—p
so that
iid
Y, =p+ e, 'NN(OU)

This is starting to look like a linear model, albeit a very simple one with no explanatory variable
and only an intercept parameter. Let’s make this clear:

e we have the response vector Y;,»1 = (Y1, ..., Yn)T
e we have the design matrix X,,x1 = (1,...,1)T (with only one column, i.e. p = 1).

e we have a 1 x 1 parameter vector § = pu (since p = 1 the parameter vector has only one entry,
i.e. is scalar)

e and we have an error vector € = (e1,...,e,) | ~ N(0,0%L,xn)

and so with this notation, it is clear that we have a linear model:
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It remains to notice that

B=(XTX)"'XTy = <Z1 1) S1vi=v

and that (since p = 1)
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and to then apply the theorem in slide 76.



