SOLUTIONS 5 March 22 2021

Exercise 1. Consider the following transition matrix:

00 0 3
02030
P=]00 100
o0 1L 1 11
1444411
000 3

Determine which states are recurrent and which are transient.

Solution. First we can find the communicating classes: {1,5}, {3}, {2,4}. If we start in
the class {1,5}, we will remain in this class forever, in other words this class is closed. We
obviously have that {3} is closed too. We know that all states in a finite closed communicating
class are recurrent. We then deduce that the states 1,3 and 5 are recurrent.

On the other hand, starting from 2 or 4, there’s a positive probability to go to state 3 and
hence never go back to 2 or 4. More precisely, writing 75 for the number of steps to hit 2, we
have

P(TQ = o0 ‘ Xo = 2) > P2,4P473 > 0.

We deduce (using a similar argument for 4) that states 2 and 4 are transient.

Exercise 2. A particle moves on the eight vertices of a cube in the following way: at each
step the particle is equally likely to move to each of the three adjacent vertices, independently
of its past motion. Let the vertex 1 be the initial vertex occupied by the particle. Calculate
each of the following quantities:

(a) the expected number of steps until the particle returns to 1,
(b) the expected number of visits to 8 until the first return to 1,

(c) the expected number of steps until the first visit to 8.




Solution. (a) Let ¢g(i) := E[T1 | Xo = 4] where T} is the first time to hit state 1 for the
chain (X, )n>0 that has values on the vertices {1,---,8} of the cube. By symmetry, we
see easily that we have ¢g(2) = g(4) = ¢g(6) and ¢(3) = g(5) = ¢g(7). Using this, we get:

g(1) =1+ 59(2) + g(8) + 59(6) = 1+ g(2)
9(2) =1+ 39(3) + 39(5) = 1+ 24(3)
93) =1+ 5902) + g(4) + 59(8) = 1+ 29(2) + 39(8)

9(8) = 1+ g(3).
Solving this, we get that g(1) = 8.

(b) Let k(i) = E[V3 | Xo = i] for i = 1,---,8 where Vg represents the number of visits to
state 8 before returning to 1. Using the symmetry of the cube, we have in this case that
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k(8) = k(3).

Solving this, we get k(1) = 1.

(c¢) Let Tg be the first time to hit 8 and (i) := E[Tg | Xo =] for i =1,---,8. Then we have

Solving this, we get that {(1) = 10.

Exercise 3. (a) A transition matrix P defined on a state space E and a distribution A\ have
the detailed balance property if

)\iji = )\iPija Vi,j € E.
Show that in this case, A is a stationary distribution for P.

(b) Consider two urns each of which contains m balls; b of these 2m balls are black, and
the remaining 2m — b are white. We say that the system is at state 4 if the first urn
contains ¢ black balls and m — ¢ white balls while the second contains b — ¢ black balls
and m — b+ i white balls. Each trial consists of choosing a ball at random from each urn
and exchanging the two. Let X, be the state of the system after n exchanges have been
made. X, is a Markov chain.

(1) Compute its transition probability.



(2) Verify (using (a)) that the stationary distribution is given by

() Cn)

)

(i) =

(3) Can you give a simple intuitive explanation why the formula in (2) gives the right

answer?

Solution. (a) We need to show that AP = \. Using the detailed balance equations, we get
easily for all ¢ € I:

(b) (1)

(AP); =>_ A\jpji = > Aibij = Ai-

JeI jel
Let p(i,7+ 1) be the probability to go from i black balls to ¢ + 1 in the first urn after
one step (for i« < bAm). This events happens if and only if we choose a white ball in
the first urn and a black ball in the second one, so we have

m-—1 b—1
p(i,z’—|—1)= .

m m
Similarly, we have p(i,i — 1) = % : meb”. After one step, the number of black balls
can remain unchange i, or go to either ¢ + 1 or ¢ — 1. Therefore

. b—1 m—1 m-—>b+1
. + . .

7
R
Plisi) = 1= plisi+ 1) = plii = 1) = - 2t Tt

A sufficient condition for m to be a stationary distribution is to verify the detailed
balance property:

w()pliyi+1) = 7(i + Dp(i +1,4),i € [0,b Aml. (1)

If |i — j| > 1, the equalities 7(i)p(i, j) = 7(j)p(J, i) are clearly satisfied since p(,j) =
p(j,7) = 0. By developping the left term in (1), we get

(27;”) 7 (iym?p(i,i+ 1) = (i’) (2::_;) (m — i)(b— 1)

b! (2m — b)!
db—i—1) (m—i—1)(m—>b+i)!

b . 2m —b )
= <i+1>(1+1)<m_i_1>(m—b+z+1)
9 b 2m—b \i+1m—-b+i+1
= m .
t+1/\m—-2—1) m m

- <27ZL>7T(Z’ + )m2p(i + 1,4).

This shows that 7 verifies the detailed balance equations and so is the unique sta-
tionary distribution of the system.



(3) We know that if Xy is distributed according to the stationary distribution 7, then
X, is also distributed according to 7 for all n > 1. Suppose that we number the balls
from 1 to 2m and we arrange them randomly (by a permutation o € So,,,) and we put
the first m balls in the first urn (this corresponds to the definition of 7 in (b)). By
exchanging two balls randomly chosen from the first and second urn, the new setting
of the balls is “as random as” before. In other words, if the 2m balls are arranged in
a uniform way at time ¢ = 0, they will intuitively still be uniformly ordered after one
step of the process.

Exercise 4. Consider a Markov chain with state space S = {1, 2} and transition matrix

1—a a
b 1-0 )’
0 < a,b < 1. Use the Markov property to show that

b b
) (—a—b{PX, =1)—
oy = L-a— ik L

P(Xpi1 =1) —

2

and conclude that

b . B b
e P = 1) - ).

Further show that P(X,, = 1) converges exponentially fast to its limit distribution b/(a + b).

P(X, =1) =

Solution. By the law of total probabilities and using the given transition matrix, we have
for all n > 0,
PXpt1=1)=PXp11=1|X,=1)-PX,,=1)+P(Xpy1=1]| X, =2) - P(X,, =2)
=(1-a)-P(X,=1)+b-P(X,, =2)
=b+(1l—a—-0)-P(X,=1).

substracting aLer from both side, we obtain

b b b
= Tl P(X = 1) = (1—a=b)- [P(Xy = 1) - —

P(Xpi1 = 1)

].

Let us use induction for the second equation. It is clearly true for n = 0. Assume it is true
for n, we have

IP’(XnH:l):a:)_bJr(l—a—b)-[P(anl)—aib]
—a:)_b+(1—a—b)-((1—@—6)"[IP(X0_1)—af_b])
b b

= a+b+(1—a—b)"+1[]P’(X0:1)—

We deduce that the equality is true for all n > 0, and so P(X,, = 1) converges towards b

a+b
as n grows to infinity in the case where 0 < a + b < 2.

Exercise 5. (Reversible Processes)



a)

c)

Let P be an irreducible matrix with stationary distribution 7. We assume that (X,,)o<n<n
is Markov(mw, P). The process Y;, = Xny_pn, 0 < n < N is called the reverse process of
(Xn)o<n<n. Show that (Y,)o<n<n is Markov(w, P), where P = (p;;) is given by

71-]]5]’5 = TiDij, v i?ja
and P is also irreducible with stationary distribution 7.

A transition matrix P is said to be doubly stochastic if its columns sum also to 1, that is
> ipij = 1 for all j.

Show that the stationary distribution of an irreducible Markov chain on N states is the
uniform distribution (7 (7) = 1 <4 < N) if and only if its transition matrix is doubly
stochastic.

1
N>

We say that an irreducible Markov chain X ~ Markov(\, P) is reversible if P = P (in that
case A should be stationary). Find an irreducible chain on F = {1, 2,3} with a stationary
distribution but not reversible.

Solution. a) We first verify that P is indeed a stochastic matrix:

1
Zﬁjz‘ = ;Zﬂ'ipij =1,

i€l J iel
where [ is the set of states, and where we used that 7 is an invariant distribution under
P. We verify now that 7 is also a stationary distribution of P:

> mipji = Y mipij = -

jel jel
We have by the Markov property

P(}/O = i(]aYi = ila" ' ,YN = ZN) = ]P)(XO = iN,Xl = Z’Nfla" ' 7XN = ZU)
- WiniNiN_l o 'pil’io - Wioﬁioil o 'ﬁiN_liN'
This shows that (Yy,)o<n<n is Markov(r, P).
Finally, since P is irreducible, for all pair of states ¢,j € I, there exists a pair of states
10 = 1,41, - ip = J With piyi, -+ - i, i, > 0. We finally get:
ﬁinin_1 te 'ﬁilio - Trl'()pio’il te ‘pin_lin /ﬂ-ln > 07

we deduce that P is irreducible.
1

Suppose first that 7 = (%, .-+, %) is the stationary distribution corresponding to P. Then
we have, for 1 <4, < N
1

) ) 1
N = m(j) = Z;Tr(l)pij = N;sz = ;pij =1

Conversely, suppose that P is doubly stochastic. To show that the uniform distribution

(i) = % is the stationary distribution in this case, we verify that A verifies

) 1 1 . .
Z/\(l)Pij =5 Zpij =N =Ayj), 1<j<N.

Since the stationary distribution 7 is unique, we deduce that m = A, and so the uniform
distribution is indeed the stationary distribution of the system in this case.



c) Consider the Markov chain on E = {1,2,3} with transition matrix P given by

P=

wihwik O
W= O Wi
O Wil

By part b), we have that = = (%, %, %) is the stationary distribution corresponding to P.

We obtain in this case that P = PT. As P is not symmetric, P # P and so the chain is
not reversible.

Exercise 6. Consider two boxes filled with gas molecules and joined by a small gap allowing
them to pass from one box to the other. Assume that in total N molecules are in this
configuration. We model the system so that at each time only one (randomly chosen) molecule
is able to move from one box to the other.

(1) Show that the number of molecules in a box evolves according to a Markov process.
(2) Give the transition probabilities.

(3) What is the stationary distribution (detailed balance equations)?

O O
O O
O O

Figure 1: Configuration of the problem.

Solution. (1-2) One update of the system consists in a transition of a randomly selected
particle moving from one box to the other. If we denote by X, the number of molecules
in the box A, the possible states are S = {0,1,... N}. The transitions of the system

are given by pr,11 =1— 5 and prr—1 = -

(3) We can guess that the equilibrium should be 7, = 27V (]7\,7), it is then sufficient to verify
that Vr
Ty = varﬂ'v = Tr—1Dr—17 + Tr41Pr+1,r-

Otherwise we can start from detailed balance equations 0 < r < NV:

Tp—1Pr—1,r = TrPrr—1

- N—-r+1 T
Tp 11— = T
r—1 N rN
N—-r+1
= My = ——————Tp—1
r
N!
éﬂrzmﬂ'o.



Then using that 7 should be a probability, we find g = 2%, We finally get that:

_ L (N
7rr—2N .

Exercise 7. Consider the aging chain on {0,1,2,- -} in which for any n > 0 the individual
gets one day older from n to n 4+ 1 with probability p, but dies and returns to age 0 with
probability 1 — p,. Find conditions that guarantee that

(a) 0 is recurrent,

(b) 0 is positive recurrent.

(c) Find the stationary distribution of the chain.

Solution. (a) Let Tp = min{n > 1 | X,, = 0}. By definition, the state 0 is recurrent if and
only if Py(7Tp < oo) = 1. We have in this case

]P’[)(T() < OO) = 1—P0(T0:OO) = 1—Hpi.
1=0

Therefore, 0 is recurrent if and only if [[72, p; = 0.

(b) By definition, 0 is positive recurrent if and only if Ey[Tp] < co. Computing this expecta-
tion, we get

Eo[To] = 1- (1 = po) + 2po(1 — p1) + 3pop1(1 — p2) + - -

7

(k+1po--pr—1-(1—pp)

Il
=)

— po + 2po — 2pop1 + 3pop1 — 3pop1p2 + -
+po + pop1 + popip2 + -+

Il
_ =

Hence, Eo[Tp] < oo if and only if 35%, [T, pi < oc.

(c) We suppose that the chain is positive recurrent. It is straightforward to see that it is
irreducible. Then it has a unique stationary distribution = that satisfies, for all x > 0,

{ZyZO ply,z)m(y) =m(x),
2 y>0m(Y) =1

We get (k + 1) = ppm(k) for all k£ > 0, and so, by writing 7(0) = ¢, we get m(k + 1) =
Hf::o pic. Since the sum over all the components of 7 is 1, we get ¢ = (1+pg+pop1+---) '
Notice that 7(0) > 0 by (b).

Exercise 8. (Random walk on a graph)

An undirected graph G is a countable collection of states (that we call vertices) along with
some edges connecting them. The degree d; of a vertex ¢ is the number of edges incident to
i. We suppose the graph to be locally finite (i.e., each edge is incident to a finite number of



edges). We say that a Markov chain on the state space E = G is a random walk on the graph
if the transition probabilities are given by

- J1/d; if (i, 5) is an edge,
0 otherwise,

fori,57 € G.

2)

We assume that G is connected (implying that P is irreducible) and that >°; d; < co. Find
the stationary distribution of the random walk on G.

Hint: Assume that the random walk is reversible and find a stationary distribution veri-
fying the detailed balance equations. Explain why P is reversible.

We assume now that the graph is a chessboard, i.e., the vertices are G = {1,...,8}? and
the edges are the possible moves of a King. We assume that the King starts its random
walk in one of the four corners of the chessboard ¢ € G. Compute the mean return time
to the initial state E.(7) of the King. Compute the same quantity for a Knight instead
of a King.

Solution. a) We start from the detailed balance equations:

7TZ'Pij = ijjia Vi,j €qg. (2)

This is equivalent to

Lgnjy —  Igeiy
T . d,L = ’/T] . d] 5

where {i ~ j} indicate the event where i and j are connected by an edge. If i ~ j, we have
A (3)

Otherwise, since the graph is connected, there exists a path kg =i ~ky ~ - ~k;, = J
joining i and j. For all couple of points k., k.11 the equality (3) is verified (for 7y, et my, ).
We deduce then that (3) is verified for all < and j of the graph. Using that ) ,cqm = 1,

i o di
we get easily that m; = S

By a theorem seen in the course, we know that E.[T,] = Tr% = Zjd#fd]. It remains to find
the degrees of all the vertices of the graph. If we are in one of the four corners, the degree
(= the number of possible moves of the King) is equal to 3. If we are on one of the 24
boxes at the border of the chessboard and which is not one of the 4 corners, the degree
of one of the box is 5. In all remaining states (for the 64-4-24=36 boxes remaining), the

degree is 8. We get then:

Yjegdj _4-3+24-5+8-36

= 140.
de 3 0

E.[T.] =

Starting from a corner ¢, we need in average 140 moves of the King to come back to c.
The random walk of the Knight: counting the number of possible moves of the Knight
starting from one of the 64 vertices of the graph, one gets the following configuration for
the degrees:



2131441414 |3|2
3141666643
416|8|8|8|8|6|4
416|8|8|8|8|6|4
416|8|8|8|8|6|4
416[8|8|8|8|61|4
314/6|6|6(6|4]3
2131441414 |3|2

Starting from one of the corners ¢, the expected time before return to c is given by:

1 egdj 2-44+43-844-20+16-6+ 16-
EC[TC]:izzjeg]: +3-84+4-20+16-6+16-8

= 168.
Te d. 2 68



