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Exercise 1.

The reflected Brownian motion is nothing other than the process W; = |B;|, where (B;)
is a standard Brownian motion. The computation of the expectation is straightforward.
We have, since the integrand is an even function,

E[W,] = /joolx\p(a:,t)dx
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The computation of the variance is done via the formula Var(W;) = E[W?] — (E[Wt])2

Thus,

EW?] = E[B]
= t

We deduce that the variance of W, is t — %

Exercise 2.

Before finding the conditional density, we will first determine the joint density of the
variables X; = miny<,<; B, and B;. Note that for ¢ < a A b,

P{B,#cfor0<u<t, B;>b|By=a}
Pa{Xt>C, Bt>b}
= Pa{Bt > b}—]P)a{Xt SC, Bt >b}

Using the reflection principle with respect to the level ¢, the second term becomes
Pa{Xt S C, Bt > b} = ]P)a{Bt < —=b + 20}

By a translation property of B; and the fact that for a standard Brownian motion, (—B;)



and (B;) have the same law, we obtain that for ¢ < a A D,

P{B, #cfor0<u<t, B,>b|By=a}
= ]P)a{Bt > b} — Pa{Bt < —b + 26}
= Po{Bt>b—CL}—PQ{Bt<—a—b+2C}
= P{B;>b—a} —Py{B; >a+b—2c}
a+b—2c
= / p(u,t) du.
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Since the joint density (of X; and B;) is given by
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Exercise 3.

We begin by noting that by the Markov property of Brownian motion, we have
E[f(Bin) | Bo=x] = E[f(By)| By =x]



Thus, by performing a Taylor expansion at the point z, there exists a random variable
8 €10, 1],
such that

(E[f(Bin) | B =] - f(x))
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= SE[f(x+ Ba)— [(a)]

_ %E[f(x) + Buf'(z) + %%f”(x +0B,) — f(2)]

_ % F()E[Ba] + E[%if H(‘”lf HBh)}

o E[%ﬁf"(x; eBh)}

= B[Z 0 e [P (e 08 - )]

- fT(x) +E[§5 ('@ +0B1) - 1)) ]. (1)

We must therefore show that
2

lim E [% (F+0B) - f'@)] =o.

hl0

Note that by the scaling invariance, we have

E[%}E (x4 60By) — f”(x)H < ]E[%}j‘ 21]10[)1[ f"(x+nBy) — f”(:v)H
= E[B; sup | f"(z + VhnBy) — f”(w)H-
n€0,1[

Since z — f”(x) is bounded, there exists a constant C' such that

f'(z+VhnB) - f'(x)| < OB},

with E[C' B?] = C < oo. Moreover, since x — f”(z) is continuous,

f'(x + VhnBy) — f”(x)’ =0 as.
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By the Dominated Convergence Theorem, we obtain the desired result.

Exercise 4.

Note that by the scaling invariance, for any A > 1 and x > 0, we have

P[sup B; > ] = P[sup By, > Vha] = P[ sup By > Vha] = P[sup B, > Vha).
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Thus for any 0 < z < y < oo, we have Pz < sup,cgp+ Br < y] = 0, which implies that
P[sup,cp+ B: = 00| = P[sup,cp+ B: > 0].

On the other hand, we have seen in class that P[sup,c ) Br > 0] = 2P[B; > 0] = 1.
Since sup,ep+ Bi > Supse(o,1) Br almost surely, we conclude that Plsup,cp+ By = oo] =
P[sup,cp+ B: > 0] = 1. By symmetry we also have P[inf;cg+ By = —o0] =1

Exercise 5.

(a)

First, we compute

where we used the fact that E[|Y,,|] < 1.

Thus, the random variable ) E—Z' is almost surely finite, and so, for N > M € N,

we have
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Therefore, (X*)y is almost surely a Cauchy sequence in C[0,1], and we conclude
that it converges to a limit denoted by X.

Recall that the limit of a uniformly convergent sequence of continuous functions is
again a continuous function. Therefore, the result proved above shows that (Xt)te[o,l]
is almost surely continuous. The expectation of X (¢) is, of course, zero (by Fubini’s
theorem), and its variance satisfies

EX (Y =Y # sin(nt) sin(mat)E[Y,Y,,] = 3 % sin?(nt).

n,m n

The same argument as above gives

E[X ()X (s)] = Z # sin(nnt) sin(mms)E[Y,Y,,] = Z % sin(nwt) sin(nws).

n,m n

1
Thus we have the covariance structure (C(s,t))sc0,1] = ( >, — sin(nrt) sin(mrs))
n
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