
Combinatorial probability
Disclaimer :

This is not an introduction to probability theory

The goal of this lecture is to emphasize the

importance of combinatorial counting and to put it
into a new context

.



Definition : A finite probability space is

a pair (R ,
P) where R is a finite set

and P : 2h → [ 0,1] is a function assigning a number

from the interval [ 0,1 ] to every subset of R

such that :

(1) P( 07=0

(2) Pcr)=1

(3) PCAU B) =P (A) + PCB ) for any two disjoint
sets A,B ER .



Probability theory to set theory dictionary .

The set I can be thought as the set of

all possible outcomes of some random experiment .

Elements of R are called elementary events
.

Subsets of I are called events .

"

Elementary events
"

are not "events "
.

Let we R
,
A. B c-I

w c- A → event A occurred

we AAB ←☐ both events A and B occurred

AAB =D # events A and B are incompatible
P (A) 4→ the probability of event A



Examples of finite probability spaces .

① A random sequence of Os and 1s

I = { 0,1 }h= all n- term sequences of Os and 1s

Irl = 2h

For Aer PCA) : = ¥y= lA¥n
Consider a set A Er

A : = { ( Wn
, .

. . ,Wn ) / Wi -_ 1 }
A is the event :

"
the first element of a random sequence is 1

.

"

Q : what is a probability of A?



② A random permutation ?

R = Sn = set of all permutations of the set 21
,

. . ,n}

For Acr P( A) = 1¥
.

.

Recall : Hatcheck lady problem N⇒¥É
③ A random graph
There are many ways

to define random
'

graph .

This is only one version :

I = Gn i = set of all possible ( labeled) graphs on vertex set

✓ = 21
,

. . . .
n}

.

for Ac Gn PCA) : =

'¥r , = IAI .
2- (1)

.



Proposition ; A random graph is almost never a

tree
,
i. e.

him P (
"

A graph in Gn is a
tree ") =o .

n → a -":TnclÉ
Proof :

Pltn) = 1T¥,
By Caley 's theorem lTn1= h

"-2

n→oo L- = him e-
God " + In -2) hunghim

=D
n→o0

ME.



Definition ;
Two events A,B in probability space

(R
,
P) are called independent if

P ( ANB) =P (A) - P( B)
.

n

Example : Let D= 20,1 }
,
the prob . space of random sequences

consider 2 events :

event A : =
, ,
the first element of the sequence is 1

"

event B : =
, ,
the second element of the sequence is

1
"

A = { (uh
,

. .
. ,Wn) / We __ 1 } CR

B = 2 (Wn , . . . ,Wn) / We __ 1 } CR

Events A and B are independent.



Definition :
Events An

,
An ER are independent

if for each set of indices I c- 41
,

. .

>
n }

PC n Ai )= IT PCA ;)
.

IEI i. c-I


