
Probleme 1 - Equations Differentielles Ordinaires 

On considere le probleme de Cauchy suivant : 

{

, y'(t) = -4y(t) + cos(y(t)1r)e-t, 

y(3) = 1, . 

t > 3, 
(1) 

a) Cocher !es bonnes reponses parmi !es choix proposes. 
(Bonne reponse 0.2 points, mauvaise -0.2, pas de reponse 0.) 

Methods exp Ii cite implicite ordre 1 ordre 2 ordre 3 cond. incond. 
stable stable 

Heun □ □ □ □ 
F,11 lP.r RP.t.rngr:=i.rlP. □ □ □ □ 
Euler Piogressif □ □ □ □ 
Crank-Nicholson □ □ □ □ 
b) Ecrivez !es schemas d'Euler progressif et retrograde avec pas de temps h pour !'approximation numerique 

de y(t). 

□□~. □□~ Reserve au correcieur 

f .Aknt It :; ~ - 4 e,_ ,~ -f , ~ lh, ( 4Nf' .JT} rt -An:v V 

l .M~. -'I \j ' i 

• • 





c) Donnez une condition sur h afin que la methde d'Euler progressive applique au probleme (1) soit stable 3 

□□lKl Reserve au correcieur 

~ ,< 7f - 4 < 0 ' ' ?)o/ 

~< 
1.. J 4-t 1f e. - 3 

d) Soit n fixe et Un la valeur de la solution numerique au temps t = t11 = nh; on applique la methode 
d'Euler retrograde et on veut trouver Un+I. Verifiez que Un+i est la solution d'une equation de la 
forme 

F(un+1) = 0. (2) 

Donnez la forrne de F (en fonction de x : F(x) = ... ) et ecrire la relation recursive qui definit Jes 
iterations x(k) de la methods de Newton pour resoudre I'equation non-lineaire (2), avec la donnee 
initiale xC0) = Un. (Pas besoin de simplifier l'expression obtenue.) 

□□lZ! Reserve mi correcteur 

• • 



Probleme 2 - Equations Non-Lineait-es 4 
(a) Soit f :---+ JR la fonction representee dans le graphique suiva.nt. On veut utiliser la methode de bissection 

pour calculer une approximation des zeros de f: a, (3 et "t- 

15 

10 

5 

1-t(x)I 

0 I--- .,..___ ----< 

(3 ~ r 
-5 

-10 
-2 -1 0 1 2 3 

Indiquez pour quels sous-intervalles la methode de bissection peut effectivement etre utilisee, Sur 
chaque interva.lle ou il est possible d'utiliser la methode de bissection, estimez le nombre minimal 
d'itcrations necessaires pour trouver un zero avec une erreur inferieure a 10-5. (Bonne reponse 0.4 
points, mauvaise 0.) 

0-1 4-5 16-17 18-19 20-21 22-23 bisection 
pas 
utilis- 
able 

[-2,3] □ □ □ □ □ □ ~ 

[-2, -0.5] □ □ □ □ ~ .□ □ .. 
[1, 3] □ □ □ □ □ □ 'A 

. 
[2, 2.5] □ □ □ ~ □ □ □ 
[-1, 1.5] □ □ □ □ □ □ -~ 

• • 



On considere maintenant la fonction g : [4, 12] -+ JR, x 1-t g(x) = ln(x + 1) - 2. Cette fonction possede un 5 
seul zero a: dans [4, 12]. 

b) Le zero a: est aussi un point fixe de cp(x) = x - (ln(x + 1) - 2). Ecrivez la methode du point fixe par 
rapport a la fonction ip, 

0 D K] Reserve au correcteur 

• o,n .ute;,e. fa ~Wiod.t'. .clu.. 1~t r I ~- ,~ R.t 1.;[r, ~ ~ 
4 rt~""'} .dA,n. [~; 12J ,, . , . . .J , 

. 01r1·.tlif4 /f"IJUft} ~ ~~1_tt~;o , ~WA~~ ~ ~F :~ CAl\itL 

; «i» £ c 41 j 11 1 ✓ e1: ~ ~r -t ~ d •. ✓ 

ti l It\ 1 ) :: , _ tp ( 'i- l tLl ) : f)(.ltl) _. l ~l Jkl+ 1) '_ 'l ) . V 
I 

. Om.~~, 1w ;1 ll ~ /INl" ~tr . .d.t 'P. . ~ ~ : ! 
ti r) -= "/ ~ ; ~ ( q- t ~ _)- 1 \ ~ · 0( ~ f /:"' J ~ 0( . 

! 

' I 

c) Est-ce que la methode du point fixe converge vers a: ? Si oui, avec quel ordre ? 

□□~- Reserve au correcteur 

• 'f.a. ~~ 1 -tt.,l UYn ~ et tU~G.·a.~ ru». [ '1; ,1 2] . v 
• t.Ama.£uA~ '1>1 ( ~}. {}n -A ·. ttf { ~) -= 1 -: _.-1 -. ~ 0 (=-) a: ~ 0 els-rte. 

---,. . . . dt~ 

¥1-x) f _o 1vow. _ r.1-t c1in] e..t <P'l~)) o ~ n.. t rqi/2] ,£kn, 
Cf e,,f, ~~te. /jµl [qi IZ ( tA~~: 'cpl 1) = 4 -, I -tn( qt1,)-2) ~ t,, ~j ~ 

cp/rj.) t cpl11l.: '12,-·I ~l~1tl\\-2) ~ 11,·'-, 

J)o-nc. ~ .a. c/> ('J.) C [ 4; 12] ~ ~t rJ..c ; [qi IZ] . 
• ~ ~ cp" ( ?C.} = r-"- > o c.krnL l l '1--) ~tt dM r'1; 11.] &me. . vJCty i . 

-l<i,c/>'{4) {° ~'/i),<ff12;~~ < 1 r b~· ri-t l1,l2 J. ct.en( /¢/:1)/ < j.11 
s /I ?> ,(XAJ\.. [1ill] 

• • 



'Dm rtut .d-- •N'lt':"'' l. .vutw . .J, ~ -jl~ -' :&. ,.,tu.te { ~k} 4 0 
d1 p Y"-"- i .. ) e "' { ~ IM) -~ 'WW 1 r tou.t ,-.pi f n / 11] 
r/Jt.~'rHIOJl)Ur 'cJ>'h) =/ D, v rJ_ er~il~]. ~1'~~-l.JA_b: 
'P', 'r, i ·o _,Wt, ~..L.&nwr(..c.: r.llio. ~~- v 

d) Supposons que x<0) soit choisi tel que la - x<0)1 < 10-1. Trouvez le nombre d'iterations necessaires 
pour que la methcde du point fixe donne une erreur de 10-6. 

D D l8f Reserve au correcteur 

Ji'~-& ~ / 1m A.. / i~)_ 'l' f ,< ~ R I ,j• L or / a.~c. 

C= rm0n. l ct>'/~ ( ~ ·~ 
r.i..E.[4i11] -13 

dJo-ri- I rj l\1.l_ C\" l ,< ( ~.l d.0-.., ~ . 1 o- b 
\ ,1 il 

# . ,a '>/ .tnho-l,/1 o-" J ~ 1. t.., 3.,, s 
. ; Jm.,{ 12//1"> ) 

.b-t (h., . A 1k J ..c= J uN 
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Probleme 3 - Syst.emes Lineaires 

On considere le systeme lineaire Ax = b, avec 

a) Sans ecrire les matrices d'iterations, que peut-on dire de la convergence des methodes de Jacobi et de 
Gauss-Seidel appliquees a ce systeme lineaire ? 

0 0 ~ Reserve mt correcteur 

• 0"'. "'""-,>,tr f" A ,J. ~ .-.,ul-¥ ,~r..~<vht,•,,1;:wd:., 
~ €.:yi,-s £°"' 13 I > I: - 1 I . _ _ ~ 
A~L .I ~ #t~do, .d, ;.~ Q .di ~- ~cie e, ~t .um'ltn~W{. ' 

• ~ ,m~ r'1' ;1 i.t %im""' , &~t, 4-"t~ ¢r>{: 
~ ~~a.:;. .et' ..tle.b (A)-= 3;i. ~ - 1.1 -::- ~ f O cl.me A rn" tJ 
~nW:'l"'lw. Ae.,,.,. .,;..rt~ I t! Brn_) E fe{B1) 1 :t 
~c la rm.;:,~ , k g/U.lm - 'i''-'-·4el ~~ ~· ~.~"'11:tt -r 
.u11i .dl J~ ~. v 

' 

Aet~rnJtve : A sJr ( ;~fki>l l k ~eVtJ+er) ~) ~r {.o(\V. 

A t,;J, ?> ts cb1 =,- 01.< ht, 

wr..~OM'r f"':S 

0 pt ,s • (pr,V, 

A pt G~ + J toti.v. 

2 pt v,+ttk ck, (J,N, , 

• • ,./, 
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b) On considere la methode dite du gradient stationnaire preconditionne: 

Verifiez que la matrice preconditionnee p-1 A est symetrique definie positive et calculez la valeur 
optimale du parametre a. 

□□~ □□~ Reserve mt correcteur 

c) Calculez nnc borne de l'erreur en norme !!v!!,1 = J(Av; v) par rapport. ;'i l'erreur i nit.iale. 

0 D S h. Reserve au correcieur 

OM', ..0.: I( ~l~)_ IX II ~ ( K(f-".A) -1 ) ,,rj.(b)_rt({ ,4 
A l lt (r-",A) t"' 

a-vec l<(P-",4)= 'A"l'n0r> = ~ 
-~ 

~· {tl,lt<l - ~11 A ~ ( t) k II rJ. ·- ,,.yA . J" 

• • 



Problerne 4 - Interpolation et approximation nurner iques 

On veut approximer la fonction 

f [ 0, l-] ➔ JR, x >--+ sin(2~x) i 
par un polynome de degre 2 qui interpole la fonction aux points 0, rz, ¼. 
a) Calculez la base de Lagrange associee aux points d'interpolation 0, ½, ¼. 

D D ~ D D ~ Reserve a'u correcieur 
' 

/KeuJ..,,.,, lo ,f,,.,,. :,;I,. °i"""'r ,.&, ~ ~ . -.a.u,, J...,;, t: ,to ~ 0 i c!.1 =, 4 
a: 7. ~ ,t 

4 

• ~ 0 ( ~ ) = ( 11 - 1/~ J { ;j - Y.4 ) - ~1. ( ,i-.1) [,f-.i' = 32 ( -:11 - 1-:t +.i )~ (-1)(-f} ' « 1 i 12 

. cl!, (1) = (~-0H1-1/4J - - (1 ri ( -x - ~ ) = -~4(1,1.:-;) - '(i)(i-1:1 
• tl>2 ( 'i) -; [,:1-0( ,J- ~.g) 

-:= ~1 ~{~-1): 12 ( '.1. i._ ~ ;v 
(i)(1-il . 8 
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b) Calculez le polynome d 'interpolation de degre 2 associe aux points 0, ½, ¼- 

□□~ 
1 c>{oL~ Tfr ~ 

Reserve au correcteur 

•~~ i,i( vryl~~~:,cL,ftf ~~~r fr t~~ 
! i ' 

! ! ! 

! 

i, 

' 

c) Quelle est l'erreur d'interpolation ? 

Reserve a11, correcteur 

,4 
i ' 

' '' ' ,, ..-- ") ·e>'fl · - 'e'" 

...__,l V I 

.:.__I I ' ( ::: a "1 / i) '.; '0/ VT. U . 
~g,4 
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On considere !es mesures suivantes : 

Des biologistes supposent que le precede est regle par une loi de type f ( x;) = Ce-ax. 

d) Determines les valeurs des constantes C et a. 

0 D !Bl D O ~ 0 0 ~ Reserve au correcteur 

. Om .a. = ~( € ( lj.) ) ~ tn ( &, - o,s. ) =- ~ { c) - an. = a O i tM ,;, 

twee ~= ~le) ~t QA= - a.. 

rA ~ · d.. - ~ : -1 __ 2.. \{ ~ ~h abM Q~l fh. . h7rr;~--- 6 ;-:o - 3 
mtl~dAk~ _cw-k ftll\,......,.,w~ tl,../4r 1, J(,j), a.ta~~ r:­ 
Uf'fM' &i., -IJ).,I ~ ~ ~ ( ~ ~ ~ ~ f u , Rm l ~l ~)) .( e f O; 1, i I) • 

~ ~ 
cf>{,;.) ~ _Ei l ~f f I ~n - o..o - o,,, -:ti l 

1:: Q 2. 
= ( , - o. o + ~ a.-,\ 1. t ( - o,o - 011 ) 1 t ( - 3 - a.o - 2(M ) 

• o'P = -2({,-Q.o+~a .. ) -2.(-o..o-G11)-2(-3-CLo-2a11) 
~AA , 

- ~ + 6 CU> -= o (::) a..o ~ '/4 . 

. ocfJ = <;(6--o.o+'1a11) - '2(-o..o-cv,) -4{-~-CLo-2a,1) V 
'Z>M 

=- 4 8 -+ 2. S a,-1 = O ~) a11 = · -_E_ 

( a..o /J ) --+ &nc. c =- e = ~ ei: o. = A 2 v_ 

( 

A -.1l-:;(_ T ,1-£ a: J 
oOo-nc J(':i-) = e. e :i- = ~ =t- 
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Probleme 5 : Integration numer ique 

a) Donnez la definition de formule de quadrature en expliquant les notations. 

Reserve au correcteur 

' I 

' I 

I ' 

I I 

b) Donnez la definition de degre d'exactitude d'une Iorrnule de quadrature. 

0 0 ~ Reserve au correcieur 

1,1.,...,. ~ ,J,: r+': e-.t uo.di -<\, 'T .t-- ,..,: et~ ,.,., 1: ;l t )AL ~ J ( t) F ~ r,;,,,,. ,r .{(u1r 
~~ ~~~e;_ ~- 
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c) Dernontrez le theoreme suivant en completant l'encadre. 

'I'heorerne (poids d'interpolation) Soit June formule de quadrature avec .!VI noeuds. 

Jest exacte de degrc M - l <=? w_1 = J_: ~{t) .d.tJ = 1, ... , M 

□□[81 □□~ Reserve cu. correcteur 

, 
& -> q>ct~_, .,> J PelUJt=JOt) 
~ 

Ji fct pa1 c~ .. irc, t.C a.u11't. 
peut~ --{~ t__ 0) 
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Probleme 6 : Code en Python 

Completez le code de la fonction Newton qui implemente la methode de Newton. Des points sont dedies aux 
commentaires. 

□□[Sa □□~ □□~ Reserve au, correcieur 

def Newton( F, dF, x©, tol, nmax) : 
# 
# return x, r, n, inc 

• • 



Jt, = mr a.lo/) ( 'F f ~) ) :/t: ft&. N,, du.aJ ' Is 
\/ -4' rm> ffVYT\O✓-l'-

1 

) ', 

~f: (' Nw.t1rn1.cy(t.dl'IAit~ ~~. f-o fPi_g ~ru{ ~%u. 
, 1-{jaeCf.Ui.,j.. t.~ hrl~ /Y\,(V)y\k, i .if.eh4.G:Qly\ ~ -'lA,.r.t~@ucL. '') 

1)14.~ f'i:-1 "I /'f\. I '\M\C. 
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EDO 

2 h<----­ 
maxj=l, .. ,p l>-jl 

2 
p(A) ' 

Vn = 0, ... , N1i lun - y(tn)I ::; C(h) 

1 
ly(tn) - Uni::; htn - max ly"(t)I 

2 tE [to ,t,,] 

h ... = 2 [f(tn,Un) + f(tn+l,Un + hf(tn,Un))] 

Systemes Iineaires 
B = p-1(P - A)= J - p-l A , g = p-1h. 

2 
CXJ;: == O',opf == \ / T"l- 1 A\ , , IT,_ 1 ,, \ 

· Amin~ r ".Ii) + Amax ~r ".Ii) 

pz(k) = r(k) 
(z(k))T r(k) 

ak = (z(k))T Az(k) 
x(k+l) = x(k) + CXkZ(k) 
r(k+1) = r(k) - akAz(k) 

llx(k) - xii A ::; ( Cond(P-1 A) - i) k llx(o) - xii A 
Cond(P-1 A) + 1 
p(k)T r(k) 

ak = p(k)T Ap(k) 

x(k+l) = x<k) + CXkP(k) 

r(k+l) = r(k) - akAp(k) 
pz(k+l) = r(k+l) 

(Ap(k){ z(k+l) 
f3k = ' T 

(Ap(k)) p(k) 
p(k+l) = z(k+l) - f3kp(k) 

llx(k) - xii < -1 IIP-lr(k) II 
llxll - Cond (P A) IIP-1 bll 

Interpolation 

( ) - n (x - X_j) 
~kX - ---. 

. j=O,j,f.k (xk - Xj) 

max IEnf(x)I::; 
1 

(ht+1 max IJln+1l(x)I, 
xEI 2(n+l) xEl 

H2 
max I Ef f(x) l:S - max lf"(x)I. 
xEl 4 xEl 

Hn+l 
max IE.;; J(x) I~ ( ) max IJln+1l(x)l - 
xEI 2 n + 1 xE/ 

Integration nurner ique 

JXx(f) = (b-a)f (a;b) 

1xx(f) = (b _ a) f(a) + f(b) 
2 

Jxx(f) = b~a [t(a)+4f (a;b) +f(b)] 

II(!) - 1ixU)I ::; b
2
- a H2 max lf"(x)I 
4 xE[a,b) 

II(!) - IixU)I::; b -
2
a H2 max lf"(x)I 

1 xE[a,b] 

Equations non-Iineaires 

C = max IJ"(x)I 
min 2lf'(x)I 

• • 



2. . 

Probleme 1 - Equations Differentielles Ordinaires 

On considere le probleme de Cauchy suivant : 

{ 

y'(t) = -4y(t) +cos(y(t)1r)e-t, 

y(3) = 1, 

a) Cocher les bonnes reponses parmi les choix proposes. 
(Bonne reponse 0.2 points, mauvaise -0.2, pas de reponse 0.) 

t > 3, 
(1) 

Methode explicite I implicite ordre 1 I ordre 2 I ordre 3 cond. I incond. 
stable stable 

Heun lXl □ □ ~ □ lXl □ 
Euler Retrograde □ ~ ~ □ □ □ ~ 

Euler Progressif ~ □ [Rl □ □ ~ □ 
Crank-Nicholson □ ~ □ ~ □ □ ~ 

b) Ecrivez les schemas d'Euler progressif et retrograde avec pas de temps h pour !'approximation numerique 
de y(t). 

□□~ □ □ lZJ. Reserve cu correcieur 

~: f,~~t·· 
' , 

:A '0 J.,,• ~ F r'~ 
' , nl 

,,ln: l!o+nn' 
(\-: ~,.-1,. - . 

' f\•0,1•~·-· 
I , ' 

i 

v 
I 

A~ ~tiOI\~: 
! I 
I 

' ! • I 1· -Di~~ t.·)(..f 
' ;,C.11,-:..l:.o➔"~ 

' 

{

: ».•«~,!;; 

»:« -- 1. 

~~~ 
~ I I ' 

I 

' I I . ' -lilH 
, :: ... ~ l'd-1 ...,

1 
,c.psl L411t• TI ) e . 

! 

I , 
I 

I - 

' 
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c) Donnez une condition sur h afin que la rnethde d'Euler progressive applique au probleme (1) soit stable 3 
□□~J Reserve au correcieur 

~ ( 1:, \,~) = 
0~ ' J 

' .' ( ~ ~~ - 4 , - 1t !WY'I ~lf'1 e' · 

I 
1,wn(~ n) f [-1; 1.) 

0 ( ')..tvl\.Vn ~ ~~.,. ~ ·c,a 

v k ) ~. v.·" "~ '.I · I 

I 
I ' 

i 
<weL M/f\lAf TJ) ( (--1 i 11 /: lf /)Vy\~~) t t- n,/ n 1 / J4 ~ ~ M'\.lfANJ1> ,,u.2 !'In',~ ~~ 1a-ve~ 1t MmL'1n) e•t. .(J)t. ]-n.e.-3 j 1tEt1.( 

CU>v\c. :_t.. - ~ iWY\ (~ 1l) 'e ~t.) f] ... '-i' -1r-e-1.: i -4 + rr e3 [ -ft&C¼ .A;~ ..t e-t 
~] -u, ~6 1 _ -;/ S4 (E-,..'}.~u-.:,-:~~ .k~ ~. 
en~ ~ ?i~v :::lt+lr'e.~~ UM 0. ~I.'.\ bovn.t. ~ e,l 

A ,,:,.A; IL ~.: . .J'.•1-. f)"~ 
N IV_.., .JC.L,L ~~O),\ 1)(.1.-\. 

d) Soit n fixe et Un la valeur de la solution numerique au temps t = t,, = nh; on applique la methode 
d'Euler retrograde et on veut trouver Un+l· Verifiez que Un+l est la solution d'une equation de la 
forme 

F( Un+l) = 0. (2) 

Donnez la forme de F (en fonction de x : F(x) = ... ) et ecrire la relation recursive qui definit les 
iterations x(k) de la methode de Newton pour resoudre l'equation non-Iineaire (2), avec la donnee 
initiate x(0l = Un. (Pas besoin de simplifier l'expression obtenue.) 

Reserve au correcteus: 

<M.rec. Fl x) = 

me.\-\\oeu2. d..o.. t.JeM.l:.(1'r\ ·. 
, t X.t ~ ~: 0,-1 ,'- .. , .lwl aonl\l 
~~~: 

F ( ~-t) 
F:l(?\.l) 

,. ~.fl - (l\t4~)ix.•-..¼l.:-Plc.o.s(n~lz)e-t.M~ 
· ,1 -t 4 h 1 " n ~(n- ?l -k-) et.ii t4 

v 
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Problems 2 - Equations Non-Lineaires 4 

(a) Soit f :---+ IR la fonction representee dans le graphique suivant. On veut utiliser la methode de bissection 
pour calculer une approximation des zeros de f: a, f3 et T 

15 

10 

5 

1-t(x)I 

0 av '-.__/ 

-5 

-10 
-2 -1 0 1 2 3 

Indiquez pour quels sous-intervalles la methode de bissection peut effectivement etre utilisee, Sur 
chaque intervalle ou il est possible d'utiliser la methode de bissection, estimez le nombre minimal 
d'iterations necessaires pour trouver un zero avec une erreur inferieure a 10-6• (Bonne reponse 0.4 
points, mauvaise 0.) 

0-1 4-5 16-17 18-19 20-21 22-23 bisection 
pas 
utilis- 
able 

[-2,3] □ □ □ □ □ □ ~ 

[-2, -0.5] □ □ □ □ [ZJ" □ □ 
[1, 3] □ □ □ □ ~ □ □ 
[2, 2.5] □ □ □ ~ □ □ □ 
[-1, 1.5] □ □ □ □ □ □ ~ 

""-l~-o.) 10') ~1 f Ii. 
~(2.) 
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On considere maintenant la fonction g : [4, 12] -+ JR, x H g(x) = ln(x + 1) - 2. Cette fonction possede un 
seul zero a dans [4, 12]. 

b) Le zero a est aussi un point fixe de <p(x) = x - (ln(x + 1) - 2). Ecrivez la methode du point fixe par 
rapport a la fonction <p. 

I ' 

~L ,!..tA ~ • ')(}· - (1-n( ?l:'1+1) -~) V 

U- ~ o €; ( '-1 i I '2.) ' .J 

c) Est-ce que la methode du point fixe converge vers a ? Si oui, avec quel ordre ? 

□□~ 

Reseroe Q.7£ correcieur 

Reserve au correcteur 

-'> croisso.m.\:. l.>l,u'~ 
e) ~ MM. C¼j I z.) 
~

1
( -x:) E f 111~ i 111i11 v 

61\'\. ~ ~'(et)= .rt- A- = 1- .1.. ~ o,H dPnc 14''(o.() \L 1. v 
e.,1-1t'\ e.z.. 

t-1- ~ 1 ~ ~e. ~ (~; t2.) V=- ;..e. VM~ k <.-1 ..A.el '\W2 I ({>1(?t)lf. k 
.,,p,9UA ~ x da. [4 i l 1) . 

. I 

~o.._ ~~(U_ ~ ~9Ut'\k f<"~ ~ I\JeAJ) ol. ~ ..llft' r::NJ..N. -1... ✓ 
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. ' 

i £ 

.1 
i 
I 
I 

I 
... i . 

I, 

I 

I 

i 
' 

_I 

d) Supposons quc x(0l soit choisi tel quc lo: xC0l I < 10-1. Trouvcz le nombrc d'iterations necessaires 
pour que la methode du point fixe donne une erreur de 10-6. 

□□~ Reserve an correcieur 

~; }f..o,uk ~~~­ 
! 

I<= !/l"n Cl~d ~Io.) Ii ~;At.' 
~(C.<,i(2] : ~ 

'.( K ~ o: ~ ~. ,,-. ,- I.' . - ' ') '\ I ' 

, ~~ . ' ' 
,~~:xtl\;LK,,.\'ol-?lo\!v · I · 
; J 1 

, -:· i 1 ; :-- I 

l ' -'-I ,/ ~ : : l 1/. ~: re I L b' - ' ./. - : ')( ' 4: "' l-K - 7t,.,, f. Ji\ l V .,.. I 
... : __ I 

v-vnCi 
I 

: I 
c-:::), K1z to~'~:, d-"' 

I 
, , I 

K ~ f 1:0_1s- ✓ ; 
~ 1M. 0() (;;.} . ..fht (01 o,-r) 
Ji. 7), !.,,rL {:10~,) 

~(~) 
..,tlli3 ig ::- , . I 

i 

• • 



Problems 3 - 'Systemes Lineaires 

On considere le systerne lineaire Ax = b, avec 

a) Sans ecrire les matrices d'iterations, que peut-on dire de la convergence des methodes de Jacobi et de 
Gauss-Seidel appliquees a ce systeme lineaire ? 

Reserue au correcieur 

~:cAA:~ ~ ~~,_Oft\~/ 
I 

. NJ.A. ~.w. ~C>(YU- ' 

M l)W~ 
' I ~ c4¥'4•~ •. •~u: 1G)V\~ .e.A':\3\ '? l'.--1\~1.. 

· · · ,~i: l?\) \--1\ =1.. 
I ' 1 :>;)1 
I 

vrt. ~~ ·~euA -~ q ~ ¼ fMJlkh(!)~ 
I 
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b) On considere la methode <lite du gradient stationnaire preconditionne: 

ou ex E IR et P = G ~) . 
Verifiez que la matrice preconditionnee p-1 A est symetrique definie positive et calculez la valeur 
optimale du parametre ex. 

□□~ □□lZJ Reserve au correcieur 

8 

c) Calculez une borne de l'erreur en norme llvllA = J(Av, v) par rapport a l'erreur initiale. 

□□~ Reserve au correcteur 

~ ( p-" A)~ '>./Y\'\.c..,c'Cp·~A) ..:, ..2.., 
I 'A~ O'-'A) 

' ' I 

I I 

i i 

' ' ' 
'. ( .: 0. ' · .... ; I • I " i • ., ' - "I\ -'( .. - .,,. 2.. • •· I ... . . - A - - • . ,, - I~} \I. 3~"; ·-:.... ~~to2. -:[(),,it'!>i -t ~{pz.-: · 
~. VI~ . ~-- __ 

-:- (5)~ ~eo/ -2e?1eo1. + '!>1eol v 
I ' 
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Probleme 4 - Interpolation et approximation nurner iques 

On veut approximer la fonction 

. f: [o,i] ~nl,xHsin(2nx)j_ 
g 

par un polyn6me de degre 2 qui interpole la fonction aux points 0, -i\, ¼- 
a) Calculez la base de Lagrange associee aux points d 'interpolation O, ½, ¼, 

_j 

□□l2si □□f8J Reserve au correcieur 

);x.o = !o 
' , l 

i 
' ~ o b.) = ;(. ~- - ~:I\) Lx -:)l,i.) 

l 

1 
( 'Xo -JI.-'\) ('?to ·->lrz.) 

! 

i .A 
' ?C. 11.- ~ '.!.. 

I ~ 

(x.:.·1/s )l x-'1/4), 
,1 ' - "?> 1,, 

-=, 32. ( x-1'i)( -n:,- 1/~) I 

:: 32 ( ?t.7. -} :X. -t1.. )I 
, 8 32. I 

:; :,2 ?<.'2. - 12-x ➔ 1 V 

~ II (.1,), -::: ( i'l .. - lo) ( 1. - '.>Cz.). -:: 
-t-i: - ;t O ) ( ,C 1 - ~:'2.) 

?(.I( i,-1/t,) ,-:, - 64 ?(_(,c-1/1..t) 
,v,,,.. -A1, = - 64. x. ~ -t 1n?<. v 

I 
I ' 

~ 'l. ( )t. ) ~ ( "': - )t O) ( -a- ?ti\ ) 
(1)(1.-Xo) {,<1.-'JII\) 

= 
' 

?(..,( x- '1/g) 
11 I ,32 

~ 3 '2. a { ?C.-1 / g) 
-:: ~ l ~·1. - 4 x ✓ 

' ' I 

I ' 
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b) Calculez le polynorne d'interpolation de degre 2 associe aux points 0, ½, ¼- 

□□[gt_ Reserve au correcteur 

i l 

, I I . 

' -i., I I I I l 

iL,! i ( ?th) ~1h,Cx)! 
-'i.:O ! i ! , J , i , 

-=- 1c_1o)~ol~) 1; jl11
") !\{),,_£~) '-4-_J( ,?(i)'-e-z.(?l..) 

l ' I I ; \ ' I ! ! 

i-:. ,wn (o }~oC~),~; /)i{'lm) ~l\(x) ~ s-<ml U[) \f{li) 
. , , . , : "1§ , , : · 4, . 

¾ 'c,.'({)chcx) + ~ q\(11.) +'ll~i:(?t} I , 

2 

-=- g ~ - b '1. oc 1' <' '1 ?i ) -+ 3 2 x. 1.. - 4 x, 
i. I i i I , , 

-:. - ~ ~ ~ -x,'l ~'l-2 ?l. -t\ 3 2. 'X 2 ~4.(k.. 

, I 

' ! 
I 

'' 

, 

·~.: c32. -rz.3 2) .JL i -t-l'6.-t-l!\)-x. ✓ 

c) Quelle est l'erreur d'interpolation ? 

□□~ Reserve an correcteur 

' I .co: o, .02 ~ ~ p~ 

8 ' ( x) = J~ co.s( ttrx) ; 

. ,, 
l 

d. 1 •• ~ • .-t~A .' .. ~\-li A. r. 2. 
1 
1.:. '[o:,· •'U,,.] i. -A -t --1 ! .,.,,,_,'1, . ---~. • l~ ; • 4 .. '( "i'. 

I 

{'l ?t.) = -~trf2s-v-n (2.lT'll.) · l"{,>t) ::. -~rr)~cos(trr~) I J . . 

co~·c1ti?f.) ~ (oilJTJ 1'1~;:x·~i(o;:1;~] ,. ': 

cl.P'nc. t''ft,c) E r:..,2n)~- O] · 
j . /, 

-:: [- ill3 b] . 
,Al 10'"(.,.\I J_•(in!> --.".,. -,d.rn,.f,.lif - ., -a , ·-, , _. . ..,,, -1'l_.. -- - L-:, ''1J · 

~1 $i, s ()(.)I f.: d.. (1-f ~1T'.!, :::: .:::L.... . 1t ~ . .:: ,t3 v - 
: x ao~ tl ' s • 61- 31- ?,~~ 

i I i I 
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· On considere les mesures suivantes : 

Des biologistes supposent que le pro cede est regle par une loi de type f ( x) = Ce-ax. 

d) Deterrninez les valeurs des constantes C et a. 

□ □ rEi □□~ 
~~I C. i~ 0 

1( ~) ~ C ~-~; ! c-:> 

□□rsd Reserve au correcteur 

I 

'&= \ t .~1) -1. ·~) I - 'l.; - 1/l 
; I 

: I\ ~I I '1 ')I,,~ 

' ' I I 

I 
I 

I I 

A.u. $rv, '<J.lul ~~rt& ~:' BT B cil 

B, B = (-: ~: : ) ( ~ ~i) = ( ~ 1 ~) 
~ (~ i4 )(~'~) = l!~4)v 

I ' 
..Q,,\(C.) = i ": 1. 

' I~ 

0... ":, -:ZL\ = .A~ 
~ ~ 

I I 
I I I 

<..=) le: T \ I 
! V I 

I Bl <le==) I 
1- 

I I 

I I 
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· : Probleme 5 : Integration numerique 

a) Donnez la definition de formule de quadrature en expliquant les notations. 

□□~ Reserve au correcteur 

I I 

;, ,M .. i ~ -- L-_ .Lin_ .'' ...1 .. 1 .'.-..1 . ...+ •. :. _ i 
J-Nn.1, l t1\lfTI,AiVUL ~: '\~,; 

I i 

M 

9~~. l'f-t,tJ~lt)-= L-w1.~Ltk) 
l-=',, 

b) Donnez la definition <le degre d'exactitude d'une formule de quadrature. 

□□~ Reserve au correcteur 

~ ~ ~tlA' J~ ~ 

,\i. ..f\GUA ..l&u..t: -{\~ f 
9'Y\. o,. Jp U·l = _ j "pt~) oU: 

~ ~Gtc,l:e ..dJi d..A.OfD- "- 

-d.o. ~~ ~ ~ i.cjt:& ci_ J-\_ I 

-'I 
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Simone Deparis

Simone Deparis
x



c) Demontrez le theoreme suivant en completant l'encadre, 

Theoreme (poids d'interpolation) Soit June formule de quadrature avec M noeuds. 

j est exacte de degre M - 1 {::} Wj = rfjU) d,t 
-" ljl· (i.l.~ 

□□l& □□~ Reserve au correcieur 

I ! I 

I i . ' i ' ' I ' I 

~4l ~~k~~i~~,. .. ,~ i ~ ~ ~ ~: ~£14t~ ,~~'fi 
OJY)+~· !~i ,p.~J-K :.u,..t\, .. ,.~M . l j9\k_\-~: -f\~~, pie iPri-i 

. , I --- :::1 1 1 1 I I r - ~ 1 1 
' Ir" I ! ! ' I . 

, p,Cf)i 1lf .. -~ (t"~ ~ ~ p,Lk·~)!\f>~C}_) !( ~~en -f\~+) , ; 
I ""-"'' I . 

I II I JI I V rvl~) d,t • ,) ( f. pli"-l ~H~) ~ .U: 
1-A , _" l 
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· · · Probleme 6 : Code en Python 

Cornpletez le code de la fonction Newton qui implemente la methode de Newton. Des points sont dedies aux 
commentaires. 

Reserve au correcieur 

def Newton( F, dF, x©, tol, nmax) : 

# 
# return x, r, n, inc 

:#; H~o~ :f~ ~o~ .to._:~~~ 1 ,c).'~e. t.q~~ . : t 

!# 11\U'V\. ~ ' c.ett.A. '.bn.ch.erl lUMDc;hQ., .2sz. it.~ ch ~ i' I 
i • ) I 1Q_. ~ ! I --,,.., ... ~.,.. ) ' l , l ; ! 

/:t e°"'-cll~, F : ~ ~ procJvi tL. rt.o o.. .f o..Cd.t <la. hi, tM.ilh.och dJ. Ntwl9'1 
-# ~.s: 'F>. #~fn\ ctorti~: J\tkUuz ~ ~C) : • ; I • 

# . I d F : clUl-t.iv& i cA. F . . ' ' ' 
It '--x o: ~ ..uniW. .. : ,ru. ~!~Ode.. 1.i~ dtN~te-n 
# -t.&t ; 1l~(-~ :.a.~ .. ~ ~~ ci'°"4~~ ~ 

· -It l\6Mt>..": .l'\e'MmJi d 'A~9'M NVIO')~ c::u.J;~ ' 
. # ~~ ~ ) ~)(i~<M Gtu. =t~. :cA.t.f 
I ti- ! ( ; (\.91/YYV.. ,d..u._ •("~ ~ 

. 1r, I'\: n~~ ti'i~e.c~~5 fu-~ . . 
If , 1'f\ c.: lfeCl~ d.tb . .AM~ :~ ~ -UI\U \.:,c,M.t •~xi•~ 

, it - ,-.-.-~r1.- ru : t · ~ u.. ~ u.e .t.l~ v 

-A ~Cla.lv,a;tiV>\ v 
?(.. =' ?(..0 l ! 
t\ -= ·O 
i' oc := C 1 

'# "-'~~- ~ A~Ock)A; .fo ~tA ~Wkr\Q.A'\t: 1 ~ ~ .a,~ .t-plt f'8UA- 
, #, , , , ~ ~'.~ d.1 t.1'\I\L.t 

1 
.JJ'(V.. b'.~ ~ ,.tc,l _. 1. 1¥" cf~~ & \.,~&,q_ V 

i ol(~ ~ J:ot ~ 1. ' . . . 
! i 

iw h.i.~ ' ( cti~ > == .-h,l. ()MIA. n l. :- :rt~~ )' 
# No.wten.. . .. . 

, ' ~x = 'f(-x..)/d.f(~) 
'X.. = . 'Xi. ,- ~to..>< 
'JJ • , u'~~ ~-. Ii i , ,-, -<Mv\Vf'\JV""'- ' 

-~~ np.o.b~C~) 
~c.-~rv!:(~~) 
#p<o~1b~ 
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11.S 
i ·. -:- l - 

~ e 'qAU. -t ·<M : ~ ,.~ ~o' 1.t 
I · · # I O -1Ftt$0)( : 

CU'~ t~,.,,'..Ull I, ! I -,,--,--T,- 
! I 

i I ' I 

l I)' ! , 
,CD. qLt..t.1:~a.l-~ 
I 

I 
! ,v, 

I. 

~: 
1 ' 

I 

I 

!. 
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.. 
EDO 

8f 
-Amax ::C::: ax (t,x) ::C::: -Amin 

Vn = 0, ... , N1, lun - y(tn)I ::C::: C(h) 

1 ly(tn) - Uni ::C::: htn- max ly"(t)I 
2 tE [to ,t,,] 

h ... = 2 [f(tn, Un)+ f(tn+l, Un+ hf(tn, Un))] 

Systernes lineaires 
B=P-1(P ,1)=1 p-1,1 ) g=P-1b. 

2 
t2'k, = D'upl = --------- 

Am;.n(P-l A)+ Amax(P-l A) 

pz(k) = r(k) 
(z(k)f r(k) 

CXk = (z(k))T Az(k) 
x(k+l) = x(k) + CXkZ(k) 
r(k+I) = r(k) - cxkAz(k) 

-1 k 
llx(k) - xii A ::C::: (Cou<l(P A) - 1) llx(o) - xii A 

Cond(P-1 A)+ l 

p(k)Tr(k) 
l.l!k = p(k) T Ap(k) 
x(k+l) = xU·) + U'.klJ(A·) 
r(k+l) = r(k) - cxkAp(k) 

pz(k+l) = r(k+l) 
(Ap(k){ z(k+l) 

f3k=----­ 
(Ap(k)f p(k) 

p(k+l) = z(k+l) - f3kp(k) 

JK2(P-1A) - 1 
c = -'-✓r=::K=:=2=;=( p='-==:1=A;=;=-) -+---:-1 

llx(k) - xii < -1 IIP-lr(k) II 
llxll - Cond (P A) IIP-1bll 

Interpolation 

IIn (x - X ) 
cpk(x) = J . 

(xk - x) 
j=O,jc/-k 1 

max IE,if(x)I ::C::: ( 
1 

) (h)"+1 max 1/n+l)(x)I, 
xEI 2 n + l xEI 

max I E{1 f(x) l::C::: H
2 
max lf"(x)I. 

xEJ 4 xEJ 

Hn+l 
max IE;! J(x) l::C::: ---,- max lf(n+ll(x)I. 
xEI 2(n+ 1) xEI 

rx(f) = (b - a)f (a; b) 
,rx(f) = (b _ a) f(a); f(b) 

,rx(f) = b ~ a [f(a) + 4f ( a; b) + f(b)] 

b-a 
II(!) - 1ixU)I ::C::: --H2 max lf"(x)I 

24 xE[a,b} 

II(!) - 1ixU)I ::C::: b -
2
a H2 max lf"(x)I 

1 xE[a,b} 

II(!) - 1ixU)I ~ b - a H4 max lf""(x)I 
180 · 16 xE[a,b} 

Equations non-Iineaires 

C = max lf"(x)I 
min2lf'(x)I 
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