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Lecture 5

Continuous RVs

Uniform distribution

Normal (Gaussian) distribution

Normal approximation to the binomial distribution
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Continuous RVs

A random variable that can take on at most a countable
number of possible values is a discrete RV

We can also consider a random variable X whose set of
possible values is uncountable

X is a continuous RV if there exists a nonnegative function f
defined on (∞,∞) such that for any (measurable) set B of
real numbers

P(X ∈ B) = ∫
B
f (x)dx

The function f is the probability density function (pdf) of
the RV X

The pdf is analogous to the pmf for a discrete RV

2 / 29



Probability = Area under the curve

Recall some definitions :

The sample space of the experiment is the set of all possible
results

Any subset of the sample space is called an event

For a continuous RV X , the event that the value of X is in
the set B (a subset of the sample space) is written
mathematically as : X ∈ B

The probability that the value x of X ∈ B (i.e., the probability
of the event B) is obtained from the integral of the density f
= area under the curve
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Properties of a pdf

The RV X must take on some value in (−∞,∞), so the pdf f
must satisfy

P(X ∈ (−∞,∞)) = ∫
∞

−∞
f (x)dx = 1.

Just as for a discrete RV with pmf p(x)
Ô⇒ we can answer any probability question for a continuous
RV if we know its pdf f
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Illustration using the pdf
Many questions are of the form :
‘What is the probability that X is between a and b
(inclusive) ?, i.e., the set B = [a,b] :

P(a ≤ X ≤ b) = ∫
b

a
f (x)dx

The probability that the RV X is equal to a specific value a :

P(X = a) = ∫
a

a
f (x)dx =

P(X = a) = ∫
a

a
f (x)dx = 0

That is :

only intervals can have positive probability
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Cumulative distribution function (cdf)

Just as for discrete RVs, the cumulative distribution
function (cdf) of a continuous RV as

F (x) = P(X ≤ x) = ∫
x

−∞
f (u)du

P(X < x) = . . .
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Relationship between pdf and cdf

The relationship between the cdf F and pdf f is given by

F (a) = P(X ∈ (−∞, a]) = ∫
a

−∞
f (x)dx

Differentiating (taking the derivative) of both sides of the
above equation gives

d

da
F (a) = f (a)

That is, the density function is the derivative of the
cumulative distribution function
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Example

Example 5.2 : The lifetime in hours of a kind of radio tube is a
random variable with density

f (x) =

⎧⎪⎪
⎨
⎪⎪⎩

0 x ≤ 100
100
x2

x > 100.

Assuming that tubes need replacement independently, what is the
probability that exactly 2 of 5 tubes in a radio will have to be
replaced within the first 150 hours of operation ? ?
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Solution

1. Let X = number of tubes that need replacement
within the first 150 hours of operation

2. X ∼ Bin(n = 5, p = ? ?) ; Verify the 4
conditions :

[i] fixed n (= 5)
[ii] Bernoulli trials (replacement < 150/not)
[iii] independent
[iv] same probability of defective p (= ? ?)
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Solution, cont.

p = ∫
100

0
0dx + ∫

150

100

100

x2
dx = 0 −

100

x
∣

150

100

= −

100

150
− (−

100

100
) = 1 −

2

3
=

1

3

3. P(X = 2)

4. = (
5

2
) (

1

3
)

2

(

2

3
)

3

=

80

243
≈ 0.329

[subst. binom. p(i), simp.]
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Expected value of a continuous RV

For a continuous RV X , the expected value is just the
continuous analogue of the sum :

E [X ] = ∫
∞

−∞
xf (x)dx

For a real-valued function g , E [g(X )] = ∫
∞

−∞
g(x)f (x)dx

It is also straightforward to show for constants a and b,

E [aX + b] = aE [X ] + b
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Variance of a continuous RV

The variance for a continuous RV is defined in exactly the
same way as for a discrete RV :

Var(X ) = E [(X − E [X ])2]

Again, we can also use the alternative formula :

Var(X ) = E [X 2
] − (E [X ])2

For constants a and b, we also have

Var[aX + b] = a2Var(X )
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Uniform distribution

A RV X is uniformly distributed on the interval (α,β) if its
density is

f (x) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1
β−α α < x < β

0 otherwise.�� ��Example 5.3 Find the cdf F for X ∼ U(α,β) ...
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Expected value for a uniform RV

If X ∼ U(α,β) :

E [X ] = ∫
∞

−∞
xf (x)dx

= ∫

β

α

x

β − α

=
β2 − α2

2(β − α)

=
β + α

2

⇒ The expected value of a RV uniformly distributed on an
interval is equal to the midpoint of the interval
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Variance of a uniform RV

We will use the alternative formula ; first we calculate

E [X 2
] = ∫

β

α

x2

β − α

=
β3 − α3

3(β − α)

=
β2 + αβ + α2

3

Thus

Var(X ) =
β2 + αβ + α2

3
−
(α + β)2

4
=
(β − α)2

12
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Example�� ��Example 5.3 X ∼ U(0,1) ⇒ f (x) =

(a) P(X < .3) =

(b) P(X > .6) =

(c) P(.3 < X < .8) =
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PAUSE
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Normal distribution
A RV X is Normally distributed (or has a Gaussian
distribution) with parameters µ and σ2 if the density of X is
given by

f (x) =
1

√
2πσ

e−
1
2
( x−µ

σ
)2 , −∞ < x < ∞
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Integral of the Normal density = 1

(optional : this will not be examined ! !)

In order to prove that f (x) is a true probability density, we
must show that

1
√
2πσ
∫

∞

−∞
e−

1
2
( x−µ

σ
)2dx = 1

By making a change of variables y = (x − µ)/σ, we obtain

1
√
2πσ
∫

∞

−∞
e−

1
2
( x−µ

σ
)2dx =

1
√
2π
∫

∞

−∞
e−y

2/2dy

Thus, we must show that ∫
∞

−∞
e−y

2/2dy =
√
2π
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Integral = 1, cont.
Soit I = ∫

∞

−∞
e−y

2/2dy :

I 2 = ∫

∞

−∞
e−y

2/2dy ∫
∞

−∞
e−x

2/2dx

= ∫

∞

−∞ ∫
∞

−∞
e−(y

2+x2)/2dy dx ,

By using polar coordinates, we can evaluate this double
integral :

x = r cosθ, y = r sinθ, dy dx = r dθ dr

Then

I 2 = ∫

∞

0
∫

2π

0
e−r

2/2r dθ dr

= 2π∫
∞

0
re−r

2/2dr

= −2πe−r
2/2
∣
∞
0
= 2π => I =

√
2π
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Expected value of a Normal RV

To find E [X ], X ∼ N(µ,σ2), we must calculate

E [X ] =
1

√
2πσ
∫

∞

−∞
xe−

1
2
( x−µ

σ
)2dx

We won’t work out the details here, but re-writing the
multiplier x as (x − µ) + µ we can split the integral into 2
parts

∎ one part is µ times the integral of a normal density
(which is therefore equal to 1)

∎ the other part is symmetric around 0 so the positive and
negative pieces cancel and the integral is 0

So for X ∼ N(µ,σ2), E [X ] = µ
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Variance of a Normal RV

To find Var[X ], X ∼ N(µ,σ2), we use the definition :

Var(X ) = E [(X − µ)2]

=
1

√
2πσ
∫

∞

−∞
(x − µ)2e−

1
2
( x−µ

σ
)2dx .

This can be done very simply, using the substitution
y = (x − µ)/σ then using integration by parts

Thus, if X ∼ N(µ,σ2), Var(X ) = σ2
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Distribution of Y = aX + b

An important and useful fact about Normal RVs (that is NOT
TRUE for all RVs) :

if X ∼ N(µ, σ2), then Y = aX + b ∼ N(aµ + b, a2σ2)

To prove this result, we can find the cumulative distribution
function F of the RV Y = aX + b ; X ∼ N(µ,σ2), and a, b
constants

Differentiating F gives the density of Y , which is of the form
of a normal density
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Normal RV in standard units

The most useful application of the preceding result is in
determining probabilities for Normally distributed RVs

If X ∼ N(µ,σ2), the RV Z = (X − µ)/σ ∼ N(0,1)

The distribution of Z is the standard Normal distribution

We denote the density function f (z) by the symbol ϕ, and the
cumulative distribution function Φ :

ϕ(z) =
1
√
2π

e−z
2/2

Φ(z) =
1
√
2π
∫

z

−∞
e−z

2/2dz

Since this integral does not have a simple form, we use a table
of computed values (or computer software) for finding the
area under the curve
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Normal table

25 / 29



Solving problems using the Normal table

Steps to solving problems involving Normally distributed RVs
(i.e., Step 4 : ‘Answer the question’ for X ∼ N(µ,σ2)) :

1 Convert the RV to standard units (SU)

2 ** DRAW THE PICTURE **

3 Use the Normal Table to find the necessary probabilities

4 (Do the calculations)
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Example : practice using the Normal table�� ��Example 5.4 Let X be a Normal RV with parameters µ = 3

and σ2 = 9. Calculate :

(a) P(2 < X < 5)
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Example, part (b)
(b) P(X > 0)
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Another example�� ��Example 5.5 Let X ∼ N(µ = 66, σ2 = 92). Find the number c

such that P(X < c) = 0.75 :

29 / 29


