GM — PROBABILITES ET STATISTIQUE — CORRIGES 7

A noter : les raisonnements /justifications des étapes de résolution sont également impor-

tantes (pas seulement le résultat final).
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(vous pouvez utiliser 2 au lieu de 1.96)
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