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À noter : les raisonnements/justifications des étapes de résolution sont également impor-

tantes (pas seulement le résultat final).

En salle

Exercice 1 (a) E [µ̂] = E[Y ] = E

[
1

n

n∑
i=1

Yi

]
=

1

n

n∑
i=1

E[Yi] =
1

n

n∑
i=1

µ =
nµ

n
= µ

⇒ b(µ̂) = E [µ̂]− µ = 0 (sans biais)

(b) E[S2] = σ2 ⇒ E

[
1

n− 1

n∑
i=1

(Yi − Y )2

]
= σ2 ⇒ E

[
n∑

i=1

(Yi − Y )2

]
= (n− 1)σ2

E[σ̂2] = E

[
1

n

n∑
i=1

(Yi − Y )2

]
=

1

n
E

[
n∑

i=1

(Yi − Y )2

]
=

n− 1

n
σ2

⇒ b(σ̂2) = E[σ̂2]− σ2 =
n− 1

n
σ2 − σ2 =

−1

n
σ2

(c) b(σ̂2) lors n → ∞ = lim
n→∞

−σ2

n
= 0 (asymptotiquement non-biaisé)

Exercice 2 (a) L(λ) =
n∏

i=1

e−λλ
xi

xi!

m∏
j=1

e−2λ (2λ)
yi

yi!
∝ e−(n+2m)λλ(nx+my)

(b) ℓ(λ) = −(n+ 2m)λ+ (nx+my) log(λ)

(c)
d log λ

dλ
= 0 ⇒ −(n+ 2m) +

(nx+my)

λ
= 0 ⇒ (nx+my)

λ
= n+ 2m

⇒ λ̂EMV =
nx+my

n+ 2m

Vérifier max :
d2ℓ(λ)

dλ2
=

−(nx+my)

λ2
< 0 ⇒ max.

(d) J(λ) =
−d2ℓ(λ)

dλ2
=

nX +mY

λ2

(e) I(λ) = E[J(λ)] = E

[
nX +mY

λ2

]
=

1

λ2
E[nX +mY ] =

1

λ2
[nλ+ 2mλ] =

n+ 2m

λ

(f) E[λ̂EMV ] = E

[
nX +mY

n+ 2m

]
=

1

n+ 2m
(nE[X] +mE[Y ]) =

nλ+ 2mλ

n+ 2m

(g) 95% IC : λ̂EMV ± 1.96

/√
J(λ̂EMV ) ; J(λ̂EMV ) =

nx+my

(λ̂EMV )2
=

(n+ 2m)2

nx+my

⇒ nx+my

n+ 2m
± 1.96×

√
nx+my

n+ 2m
(vous pouvez utiliser 2 au lieu de 1.96)



À domicile

Exercice 1 L(a) =
n∏

i=1

a ba

xa+1
i

=
anban∏n
i=1 x

a+1
i

;

ℓ(a) = n log a+ na log b− (a+ 1)
n∑

i=1

log xi; 0 < a < ∞

âEMV :
dℓ(a)

da
=

n

a
+ n log b−

n∑
i=1

log xi = 0 =⇒ n

a
=

n∑
i=1

log xi − n log b

=⇒ âEMV =
n∑n

i=1 log xi − n log b

Vérifier max :
d2ℓ(a

da2
= − n

a2
< 0, alors l’extremum (âEMV ) est un maximum.

Exercice 2 (a) L(λ) =
n∏

i=1

λe−λyi = λne−λ
∑n

i=1 yi ; ℓ(λ) = n log λ− λ

n∑
i=1

yi

λ̂EMV :
dℓ(λ)

dλ
=

n

λ
−

n∑
i=1

yi = 0 =⇒ n

λ
=

n∑
i=1

yi =⇒ λ̂EMV =
n∑n
i=1 yi

= 1/ȳ

(ce qui correspond à l’intuition parce que la moyenne de la distribution exponentielle est 1/λ)

Vérifier max :

d2ℓ(λ)

dλ2
=

dℓ(λ)

dλ

[
n

λ
−

n∑
i=1

yi

]
= − n

λ2
< 0, car n > 0, λ > 0, donc

n

λ2
> 0 =⇒ −nȳ

λ2
< 0,

alors l’extremum (λ̂EMV ) est un maximum.

(b) J(λ) =
−d2ℓ(λ)

dλ2
=

n

λ2
; I(λ) = E[J(p)] = E

[ n

λ2

]
=

n

λ2

(c) 95% IC : λ̂EMV ± 1.96/

√
J(λ̂EMV ) ; J(λ̂EMV ) =

n

1/y2
⇒ 1

y
± 1.96× 1/(y

√
n)

(vous pouvez utiliser 2 au lieu de 1.96)

Exercice 3 Soit Y = Y1 + . . .+ Yn

L(p) ∝ pY (1− p)n−Y ⇒ ℓ(p) = Y log(p) + (n− Y ) log(1− p)

dℓ(p)

dp
= 0 ⇒ Y

p
− n− Y

1− p
= 0 ⇒ Y (1− p)− (n− Y )p = 0 ⇒ p̂EMV =

Y

n

Vérifier max :
d2ℓ(λ)

dλ2
=

−Y

p2
− (n− Y )

(1− p)2
< 0 ⇒ max.

Par la propriété d’invariance de l’EMV :

[
̂p(1− p)

]
EMV

= p̂EMV (1− p̂EMV ) =
Y

n

(
1− Y

n

) [
=

Y

n

(
n− Y

n

)]


