
GM – Probabilités et Statistique – Corrigés 5

À noter : les raisonnements/justifications des étapes de résolution sont également impor-

tantes (pas seulement le résultat final).

En salle

Exercice 1

∫ 1

x

5(1−y)4 dy = 0, 01 =⇒ −(1−y)5
∣∣∣1
x
= (1−x)5 = 0, 01 ⇒ x = 1− (0, 01)1/5

Exercice 2

1. Soit X le score de la personne (nombre de points)

2.X ∼ N(µ = 100, σ2 = 152) [selon les infos du problème]

(a) 3. Probabilité que le score dépasse 125 : P (X > 125)

4. P (X > 125) = P

(
X − 100

15
>

125− 100

15

)
[standardiser les 2 côtés]

= P (Z > 1.67) = 1−P (Z ≤ 1.67)︸ ︷︷ ︸
Φ(1.67)

= 1−0.9525 = 0.0475 [Z ∼ N(0, 1); table, simp.]

(b) 3. Probabilité que le score soit entre 90 et 110 : P (90 < X < 110) (ou : P (90 ≤ X ≤ 110))

4. P (90 < X < 110) = P

(
90− 100

15
<

X − 100

15
<

110− 100

15

)
[standardiser]

= P (−0.67 < Z < 0.67) = P (Z < 0.67)︸ ︷︷ ︸
Φ(0.67)

−P (Z < −0.67)︸ ︷︷ ︸
Φ(−0.67)

[calculs, Z ∼ N(0, 1)]

= P (Z < 0.67)︸ ︷︷ ︸
Φ(0.67)

− (1− P (Z < 0.67))︸ ︷︷ ︸
Φ(−0.67)

= 0.7486−(1−0.7486) = 0.4972 ≈ 0.5 [table, simp]
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Exercice 3 Trouver z tel que P (Z > z) = 0.10 :

=⇒ P (Z ≤ z) = 0.90 =⇒ z = 1.28 [d’après la table de la distribution normale]

Alors, z = 1.28 = (c− 12)/
√
4 =⇒ c = 12 +

√
4× 1.28 =⇒ c = 14.56

À domicile

Exercice 1 (a) En utilisant le fait que l’intégrale de la fonction de densité doit égale 1, on a :

1 =

∫ 1

0

cxn dx =
c xn+1

n+ 1

∣∣∣∣1
x=0

= c

[
1

n+ 1
− 0

]
=

c

n+ 1
⇒ c = n+ 1

(b) P (X > x) =

∫ 1

x

f(u) du = (n+ 1)

∫ 1

x

un du = un+1

∣∣∣∣1
u=x

= 1− xn+1

Exercice 2 (a) (1)

∫ ∞

−∞
f(x) dx = 1 =

∫ 1

0

(ax+ bx2) dx =
a

2
+

b

3
[int. dens. = 1, éval. int.]

(2) E[X] = 0.6 =

∫ 1

0

x(ax+ bx2) dx =
a

3
+

b

4
[info. du problème, défn. esp., éval. int.]

Alors, (1) ⇒ a+ 2b/3 = 2 ⇒ a = 2− 2b/3 ;

substitution en (2) : (2− 2b/3)/3 + b/4 = 0.6 ⇒ 1/15 = −b/36 ⇒ b = −12/5 = −2.4 ;

⇒ a = 2− 2(−2.4)/3 ⇒ a = 18/5 = 3.6 ; donc a = 3.6, b = −2.4

(b) P

(
X <

1

2

)
=

∫ 1/2

0

(3.6x− 2.4x2) dx = (1.8x2 − 0.8x3)

∣∣∣∣1/2
x=0

= 0.35 [prob. VA cont.]

(c) E[X2] =

∫ 1

0

(3.6x3 − 2.4x4) dx = 0.9x4 − 0.48x5

∣∣∣∣1
x=0

= 0.9− 0.48 = 0.42 [E(g(X)), éval. int.]

⇒ V ar(X) = E[X2]− (E[X])2 = 0.42− 0.36 = 0.06 [formule alternative Var(X)]

Exercice 3

E[X] = E

[
X1 + . . .+Xn

n

]
=

1

n
(E[X1 + · · ·+Xn]) [subst., factoriser const. de l’esp.]

=
1

n
(E[X1] + · · ·+ E[Xn]) =

nµ

n
= µ [esp. somme des VAs]

V ar(X) = V ar

(
X1 + . . .+Xn

n

)
=

1

n2
[V ar(X1 + · · ·+Xn)] [subst., var. const. × VA]

=
1

n2
[V ar(X1) + · · ·+ V ar(Xn)] =

nσ2

n2
=

σ2

n
[var. somme des VAs indéps.]



Exercice 4 1. Soit X = score de Gilles, Y = score de Jacques.

2. X ∼ N(170, 202) , Y ∼ N(160, 152) [selon les infos du problème]

(a) 1. Soit Y−X la différence des scores J−G

2. Y −X ∼ N(µ = 160− 170 = −10, σ2 = (20)2 + (15)2 = 625)

[comb. lin. VAs normales]

3, 4. P (Y > X) = P (Y −X > 0)

= P

(
(Y −X)− (−10)√

625
>

0− (−10)√
625

)
[standardiser les 2 côtés]

= P (Z > 0.4) = 1− P (Z ≤ 0.4)︸ ︷︷ ︸
Φ(0.4)

[simp., sym.]

= 1− 0.6554 ⇒ P (Y > X) ≈ 0.34 [table normale]

(b) 1. Soit X + Y la somme des scores

2. X + Y ∼ N(µ = 170 + 160 = 330, σ2 = (20)2 + (15)2 = 625)

[comb. lin. VAs normales]

3, 4. P (X+ Y > 350)

= P

(
(X + Y )− 330√

625
>

350− 330√
625

)
[standardiser les 2 côtés]

= P (Z > 0.8) = 1− P (Z ≤ 0.8)︸ ︷︷ ︸
Φ(0.8)

[simp.]

= 1− 0.7881 ⇒ P (X + Y > 350) ≈ 0.21 [table normale]
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