GM — PROBABILITES ET STATISTIQUE — CORRECTIONS 7

Please note : the reasoning/justifications for the steps in your solution are also important

(not only the final result).
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At home
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(which corresponds to intuition because the mean of the exponential distribution is 1/\)
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By the wnvariance property of the MLE :
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