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Exercice 1
Soit φ1, . . . , φn ∈ C0[0, 1], n fonctions linéairement indépendantes appellées "fonctions de base". Soit 0 ⩽ x1 < x2 <
· · · < xm ⩽ 1 m points d’interpolation et soit y1, . . . , ym des valeurs données. On cherche la combinaison linéaire∑n

i=1 αiφi(x) qui approche au mieux les points (xj , yj), j = 1, . . . ,m, c’est à dire on veut minimiser

min
αi

1

2

m∑
j=1

( n∑
i=1

αiφi(xj)− yj
)2
.

Soit α⃗ =

 α1

...
αn

 f(α⃗) = 1
2

∑m
j=1

(∑n
i=1 αiφi(xj)− yj

)2, on cherche α⃗∗ ∈ Rn tel que f(α⃗∗) ⩽ f(α⃗) ∀α⃗ ∈ Rn.

1.a) Vérifier que α⃗∗ satisfait AT (Aα⃗∗ − b⃗) = 0 où A ∈ Rm×n et b⃗ ∈ Rm sont à définir.
1.b) Compléter le fichier neurls.m.
1.c) On considère le cas où φi(x) = max(0, x− i

n+1 ) i = 1, . . . , n et yj = f(xj) avec f(x) = 1+ tanh(100(x− 1
2 )) et

xj =
j

m+1 j = 1, . . . ,m. Comparer f(x) et
∑n

i=1 α
∗
i ϕi(x) pour m = 99 et n = 9, 19, 39, 79.

Exercice 2
Soit A ∈ Rn×n définie par

A =



2 −1

−1 2 −1 (0)
. . . . . . . . .

. . . . . . . . .

(0) −1 2 −1

−1 2


et soit b⃗ ∈ Rn. Le fichier gradconst.m implémente la méthode du gradient à pas constant pour résoudre le système
linéaire Ax⃗ = b⃗.

2.a) Sachant que les valeurs propres de la matrice A sont données par λi = 2(1 − cos( iπ
n+1 )), i = 1, . . . , n, vérifier

que λn = 4−O( 1
n2 ) et donc que la méthode converge si α ⩽ 1

2 .
2.b) Implémenter la méthode du gradient à pas optimal.

2.c) Vérifier que les deux méthodes convergent en O(n2) itérations. Pour ce faire remplir le tableau suivant

n α = 0.1 α = 0.49 α = 0.6 α optimal
9
19
39
79

Nombre d’itérations en fonction de n et α.


	
	

