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Applications of
residue theorem

Fourier transform , recap

Laplace transform



Example 4 Suppose we compute the integral

I : = Pcost ,
sint)

at
Q) cost , sint)

where P(X , 7) and Q(X ,1) such that Q)cost , sint) #0 Far

any
0 It & est.

Recall that

cost = Zeit ,
sintitie

Now

=>it



Using the parameterization 2 : (0 . 2) -> C, y(t) = eit,

we recognize the curve integral

=J
seem

f(z)

= ( f(z)dz
y

If F is holomorphic except for singularities over the open
unit disk
,

then we apply the residue theorem to get
I

.



Hence
, E1

,
z2
, .... Im are the singular points of f within

the unit disk
,
then

I = gstainflz
= 2i (Rese(f) + Res(f) + ... + Reszm(t)

pleS We compute the integral
P(x ,y) = 1

I : = gcost
do

Q(x ,y) = 2 + x

Applying the general idea of the preceding example :



I = Syfzida , flz)=Ez(z+
We find

f(z) = (2iz + ziz + zi)
+

=z + 24z + 1)
The singular points of fare the roots of z3 + 42 + 1 :

z
,
= - 2 + 5 , zz = - 2 - ⑬

z + 4z + 1 = (z - z . )(z - zz)

We my use the singular point(s) inside the unit disk

z ,
m - 0

. 2679... zz= - 3
.
732

....

X



Hence

= Szd = zi . Res
j

we see that z ,
is a pole of order 1 ,

therefore

Resz
,
(f) = lim (z-z)f(z) = lim &z - z2)

+

z - z,
z -> z,

= z(z , + 2 + 55)
-

= z) -z+ B +x + 5)"=

Thus ,

(2 + cos)"d=



In
summary :

- Reside theorem to compute integrals

along closed curves

- At the end
,
we compute residues

- Even though a concept of complex analysis,

many integrals in real analysis can be

computed with a "defoor" through complex analysis

- More applications : Forrier analysis



-

V : Forrier transform ,recap
----

-

Suppose f:
-> D is a function sufficiently regular

le .g . integrable

The Fourier transform (ET) of F is defined via

dx(d) = E(f)() = (x) ei

Similarly , we define the inverse Forrier transform

Y(x) = F" (f)(x) =(a) eix da
-

As the name already indicates
,
the inverse FT of a FT of a function

f is again the original function f.



FT switches the function from time representation
to frequency representation.

FT

time-domain t - frequency domain

f
X [space-domain -

inv FT

1) The Forrier transform is linear

F(a . f + b . g) = aF + b . g ,

abcd

2) (Timeshift) Let g(x) = f(x-@). Then

g(a) = e-
ix .@

· E(a)



3) (Frequencychift) Let g(x) = exf(x)

g(x) = =)a - 4)

4) (Dilution) Let g(x) = F((x) and C#0 . Then

g(a) = [F(z)

5) Interaction of FT with derivatives

Let g(x) = f'(x) ·

Then y(x) = ixF(a)

More generally,
if g(x) = f(m(x)

,

then (a) = (ia)" F (a)

↑
n-th derivative



Convolution : given F
, g

: I- > D
,

we define :

(f + g)(x) : = g
+ *

f(y)g(x - y) dy
- a

This is another function from 1 to D
,
called theeconvolution of fad g.

Important properties :

i) f + y = g + f (commotutive

ii) f * (geh) = (g) th (associative

iii) F * (g + h) = feg + f (distributive



6) Interaction of FT and convolutions

Let F
- g

: /B- C ,

then

E(fag)() = c) F(f) · F(g))(a)
That is

,
the FT transforms convolutions into products.

En applications (differential equations) , we often express the
FT

of some unknown function : R - D as a product,

u = = .
and then we obtain e : 1- D byinverting" that formula.



7)heoremofanchea have

StId
Physical interpretation : the "energy" of the signal +

eyals the "energy" of its frequency representation.



Interactionofand complexanalysis

Let f(x) = (1 + x2)" ·

Then

F (a)=
We apply the residue theorem to find F() using a previous example.

Let2 10 .

We know

+i)

This leads to : W
use theresidei

te

plane

g = 2. Re



= Liti him 12-i)i
- ini

= zi him2
Hence 2 10 gives us

F(( + +4
+)() = Ne=

conversely , for 20 we can use symmetry argument, using a

change of variables
,

and find

F((1 + m+](a)=*
Thus

,
we recover a formula from the FT table



Lapaetransform

Definition Let F : I -> D be a function on the

-

non-negative real numbers
.

The Laplace transform #(2) of the function f(t) is

2(f](z) : = F(z) = go z +
f(t) at

Typically , the Laplace transform is only defined for certain ze I

where Rez is lange enough. The largest domain for F(z) is

well-defined is called the domain of convergence

F(z) =Joe
- Rez) - t - [m(z) · t

e f (t) dt



ExampledWe compute the Laplace transform of

F : IRI -> IR, f(+) = 1

By definition ,

F(z) = gofHzth = je-zt = 1-
I lim- = 1

Z
Zum

= O

provided that Rez > O
,

to make the last limit converge.

Domain of convergence : <ze D/ Rez < 03




