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CORRICE 7

Exercice 1. (a) Il s’agit d’une variable discréte, et pour une variable discrete on a

EX] =) (- P(X =),

T

ou les x; sont toutes les valeurs que X peut prendre. Une variable Bernoulli peut prendre
les valeurs 0 et 1, et P(X = 0) = 1 — p tandis que P(X = 1) = p. On obtient donc

EX]=1-p+0-(1—p)=p.
Pour calculer la variance on utilise la formule
Var[X] = E[X?] — (E[X])%.
Pour une variable discrete on a

EX*) =) (aF P(X = 7)),

donc
E[X)=1-p+0-(1-p)=p, et Var[X]=p—p?=p(1-p).

(b) 1l s’agit d’une variable continue, et pour une variable continue on a
E[Y] = /Ry -f(y) dy,

ou f est la densité de Y. Ici

1 1
5 5
EY:/ 5y5dy:[y6] =—.
= | i) =%
Pour calculer la variance on utilise la formule
Var[Y] = E[Y?] — (E[Y])?.

Pour une variable continue on a

E[Y?] = /sz - f(y) dy,

donc ) .
5 5 5 25 5
EYY = [ 545dy=|=¢y"| ==, et Var[Y] == — = = ——,
= [svtay = [2v7] <2 evay) 2o -
(c) Il s’agit d’une variable discrete, donc
N T A R A ¢
50,1 1L 1 2:63+3-624+6 91
2 2 N 2 L 2 '
E[Z7] = ;zl-P(Z—zZ)—;z 6_6.2,2;% =5 5 5
9 49 35
7] = E[ZY - (R[Z])2 =" - 22 =22
Varlz) = El2°)- Bzl =% -2 =2
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(d) 11 s’agit d'une variable continue de densité f(w) = F'(w) = 4w > si w > 1, et f(w) =0
sinon. Donc

EW] = /Rw'f(w)dw:/looélw4dw:[_;lw3]oo:4

3’

1
E[W?] = /RwQ- (w)dw—Am4w3dw— [—;lw2]l =2,
Var[W] = E[W? _<E[W])2:2_§:§.

Exercice 2. X est une variable exponentielle. Il s’agit d’une variable continue, et pour une
variable continue on a

Elg(X)] = / 9(2)f () da,

ou f(x) est la densité de X et g(z) est une fonction. En utilisant le fait que A\ > 2, on obtient

o o A o A
X1 — x -z — . —(A-1D=z — |2 (D= -
Ele?] /0 e’ e Mdr =\ /0 e dz [ 16 L ST
X\21 _ 2X7 _ > 20y AT 3. — ). > —(A-2)z 3. _ | _ A _2e OO: A
E[(e ) ] E[e ] /0 et e der =\ /0 e dz [ )\_26 . Pk
2
Var[eX] - E (eX)2 _ (EGX)2 _ A _ A

A—2 (-1

Exercice 3. X est une variable Poisson. Il s’agit d’une variable discrete, et pour une variable
discrete on a
=3 gla) (X = ),
z;

ou les x; sont toutes les valeurs que X peut prendre et g(x) est une fonction.

Donc
_ )\ = MR PO N L
= Zk T A;uﬂ_m:e”;oﬂ Zu: !
E[X(X -1)] = Zk(kfl) —” = —Ai = Qi N —ﬁﬁZ?f:A?,
k=0 k= 2 =0
Var[X] = E[XQ]—(JE[X])QZE[X(X— )]+E[X]—(E[ 1)? :)\2+)\—)\2:)\.

Exercice 4. Les densités sont dans l'ordre : Beta(4,4), Beta(0.5,0.5), Beta(6, 2), et Beta(1,1).

Exercice 5. (a) La loi conjointe est

X
1 2 3 4 5 6
0] 1/36 3/36 5/36 7/36 0 0
Y 1] 0 0 0 0 8/36 8/36
2| 0 0 0 0 1/36 3/36
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Toutes les probabilités sont entre 0 et 1, et en les sommant on obtient 1. Il s’agit bien
d’une loi conjointe.

En sommant les probabilités dans chacune des lignes du tableau on obtient la loi marginale
de Y, et en sommant dans les colonnes on obtient la loi marginale de X.

(b) Non. Pour qu’elles le soient, il faut que P(X = z;,Y = y;) = P(X = ;) P(Y = y;) pour
chaque 7,j. OrP(X =1,Y =1) #P(X =1)P(Y =1).

(c) D’apres la définition,

P(X =;|Y =1) =

On obtient la loi conditionnelle
x| 5 6
flzi|1) | 1/2 1/2

(d) D’apres la définition
cov(X,Y) = E[XY] — E[X]E[Y].

On a donc
EXY] = Ox%ff”+lx5x%+lx6x%+2x5x%+2x6x%:%,
ElX] = 1X%+2X%+3X%+4x%+5x%+6 ;é %,
S M
— X
cov(X,Y) = 1596 =5
Exercice 6. Les scatterplots sont (dans l'ordre) : r = —0.7, r =0, r = 0.5.

Exercice 7. En utilisant la linéarité de I’espérance, on trouve

Blz1] = 3 (EIYi]+2E[%) =5 +2=2,
B2 = (Y]~ Ey)=1-5 =3,
BlZ] = 1 (EW]+EY]+E¥) = o0 =2

On sait que, étant donné deux variables indépendantes X et Y et des constantes a et b,
on a Var[aX + bY] = a® Var[X] + b* Var[Y].

1 1
Var[Z1] = 1 (Var[Y1] + 4 Var[Ys]) = Z 192 = %

1 1 3 5
Var[Z;] = 1 (Var[Ys] + Var[Y3]) = 5TI=7

1 14243 2
Var[Z;3] = 9 (Var[Y7] + Var[Y3] + Var[Y3]) = % =3

Calculons d’abord les covariances. Il est facile de vérifier que la covariance est un produit
scalaire, c’est-a-dire que cov(X + Y, Z) = cov(X, Z) + cov(Y, Z), cov(aX,Y) = acov(X,Y)
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et cov(X,Y) = cov(Y, X) ou X,Y, Z sont des variables aléatoires, et a est une constante. On
sait aussi que pour X et Y indépendantes, on a cov(X,Y) = 0. On trouve

Cov(Z1, Z3) = 5 Cov(Ya, Ys) = £ Var(Ys) = 1,

Cov(Zy,Z3) = ¢ Cov(Y1,Y1) + & Cov(Ya, Ys) = 2

et
COV(ZQ, Zg)

La corrélation entre Z; et Z; est définie par

O:M—l

COV(Z%'7 ZJ)

Var[Z;] Var[Z;]

Ainsi Cor(Z1, Z3) = 4v/5/15, Cor(Zy1, Z3) = 5v/6/18 et Cor(Zs, Z3) = —/30/30.
Exercice 8. (a) On a bien f(z,y) > 0 pour tout = et y. De plus il faut que

/ / fz,y)dzdy = 1.

Dans notre cas 'ensemble A = {(x,y); f(z,y) > 0} est un peu compliqué, donc il faut
étre prudent en spécifiant les bornes des deux intégrales. En fait, 'ensemble A est la

COI‘(ZZ', ZJ) =

00 02 04 06 08 1.0

I T T T T 1
00 02 04 06 08 10

partie grise sur le dessin ci-dessus. Donc, ona [*° [ f(z,y)dzdy = fol folfy 24xy dz dy.

1—y 1 1—y 1 x 1—y 1
/ / 24xydaxdy = / 24y </ :L‘dx> dy = / 24y [ ] dy = / 12y(1—y)?dy =1,
0 0 0 2 ]y 0

et on voit bien que f(z,y) est une densité.

:/_Zﬂx,y)dy

De nouveau, il faut étre prudent en spécifiant les bornes de I'intégrale. On a

(b) La densité marginale de X est

[e'¢) 1—x
/ f(z,y)dy = / 2xydy = 122(1 — 2)* size|0,1],
—00 0

et fx(x) = 0 sinon. Par symétrie on a également fy (y) = 12y(1 — y)? si y € [0,1] et
fy(y) = 0 sinon.
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(¢) X et Y ne sont pas indépendantes car fx(z)fy(y) # f(x,y). En fait, on peut voir cela
directement de la forme de A. Si la région {(z,y); f(x,y) > 0} n’est pas rectangulaire,
les deux variables ne peuvent pas étre indépendantes.

(d)
P(X <Y) // f(z,y)dzdy.

{(z,y); <y}
Pour calculer cette intégrale on veut intégrer 24xy dans la région ci-dessous.

o _

—

© —
S y=1-x
© ]

o

< ]

o

N -
- =X
S Yy
o

o

I T T T T 1
00 02 04 06 08 10

On obtient

1/2 1-y
PX<Y) = / /24mydﬂzdy—|—/ / 24zry dx dy
1/2
1/2 219 1-y
- / 24y[x] dy+/ 24y[x] dy
0 2 0 1/2 2 0

1/2 1
= / 1243 dy—i—/ 12y(1 — y)*dy
0 1/2

3 6 8 3 1
- E‘FG 8+3_Z+§_T6:§7
ce qui peut étre aussi deviné directement par la symétrie du probléme.
(e) D’apres la définition on a
P(X <1/3,Y > 1/2)
P(Y > 1/2) '

Pour calculer P(X < 1/3, Y > 1/2) on integre 24xy dans la région ci-dessous.

P(X < 1/3|Y >1/2) =

y=1-x

x=1/3

y=1/2

00 02 04 06 08 10

00 02 04 06 08 10
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On a donc
2/3 r1/3 1 1—y
P(X <1/3,Y >1/2) = / 24xydxdy—|—/ / 24xydx dy
1/2 Jo 2/3.J0

2/3 22143 1 L2711
= / 24y [} dy+/ 24y [} dy
1/2 2 |y 2/3 2 1o

2/3 12 1
= / <5 vy + / 12y(1 —y)* dy
1 2/3

/2
8 1 24 64 48 13
= — - 46-843—-"—"4+—_——-—=_",
97 6 + AT
De plus,
1
6 8 3 5
P(Y >1/2) = 1201 —y)?dy=6—-8+3— -+ - — — = —,
( /2) /1/2 y(1-y)*dy +3 -+t 16
Donc

13 x 16
54 x5 °

(f) Pour la densité conditionnelle de Y sachant X =z € (0,1), on a

P(X <1/3]Y >1/2) =

fxy(wy) 0 24y 2y
Frix(ylz) = fx(@)  12z(1-2)2 (1-a)?

pour 0 <y <1—2z et fyx(ylr) =0 autrement.
() Ona

E[X] = /Oo zfx(x)dx = /1 12:U2(1 — x)de =12 (% — % + %) — %

—00 0

De méme E[Y] = 2 par symétrie. Finalement,

o] o0 1 1-y
IE[XY]:/ / zyf(z,y)dedy = /0/0 2422y dx dy
—00 J —0O0
1

= /8(1—y)3y2dy
0

_ 8 g 42
3 5 3 15
Donc
cov(X,Y) = E[XY] - E[X]E[Y] = = - = - _2
v 15 25 75




