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Premiére partie, questions a choix multiple.

Pour chaque question marquer la case correspondante a la réponse correcte sans faire de ratures. Il n’y a
qu'une seule réponse correcte par question. On compte +5 points par réponse correcte et —2 par réponse
fausse. L’option “ne sait pas” donne 0 point.

Question 1 Soit V' un K-espace vectoriel de dimension finie n > 2.

Parmi les assertions suivantes, laquelle est fausse ?

B Si 4, € V* sont non nuls, alors dim (Ker(¢) N Ker(¥)) = n — 2.

D Si v € V est un vecteur non nul, alors il existe ¥ € V* tel que ¢(v) = 1.
[ ] Etant donné v € V' \ {0} fixé, il existe ¢ € V* non nulle tel que 1 (v) = 0.
[ ] Pour tout covecteur ¢ € V* non nul, on a dim(Ker(¢)) = n — 1.

D Ne sais pas

Question 2 On considére la matrice

2 0 -2
B=| -3 3 6
3 0 -3

Laquelle parmi les affirmations suivantes est vraie ?

D La matrice B est nilpotente.
D La forme normale de Jordan J[B] posséde un unique blocs de Jordan.
[ ] La forme normale de Jordan J[B] posséde exactement deux blocs de Jordan.

- La matrice B est diagonalisable.
D Ne sais pas

Question 3  Soit Py l'espace vectoriel des polynomes a coefficients réels de degré < k (on suppose k > 2).
On considére la fonction @ : Pr — R définie pour tout polynéme h(z) par

Q(h) = (I (a))*.
ol a € R et h/(z) est le polynéme dérivé de h(z).

Laquelle parmi les affirmations suivantes est vraie ?

|:| Q@ est une forme quadratique définie positive.

D @ est une forme quadratique et sa signature dépend du choix de a.
B O est une forme quadratique et sa signature est (p, q) = (1,0).

D Q@ n’est pas une forme quadratique sur Py .

|:| Ne sais pas
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Question 4  Soit A € Mg(K) une matrice dont les polyndmes caractéristique et minimal sont

(t=3)"t+2)° et pat)=(t-3)>t+2)

xa(t)

Quelle est la forme canonique de Jordan J[A] de A ?

Question 5  Quel est le terme général de la récurrence linéaire
Thyo = 2Tp + T4

avec conditions initiales xg =2, 1 =17

W= (-1 42
[ 2 = (—1)F + (—2)F
[ 2 = 36+ (-2)b)
[ Jay=2F-1

D Ne sais pas

Question 6  Soit V' C R* le sous-espace vectoriel engendré par les vecteurs

v = (1,1,0,0), vy = (2,0,1,1), v3 = (2,0,0,1).

On note {uy,us2,u3} la base orthonormée de V obtenue en appliquant le procédé de Gram-Schmidt a
{v1,v2, v}
Laquelle parmi les affirmation suivante est correcte ?

W ow=10-111).

[ us =1(1,1,1,-1).

[Jus = 55(0,0,-1,1).

[]us = Z(1L-1,-1,-1).

D Ne sais pas

Question 7  Soit @ une forme quadratique sur R™.

Laquelle parmi les affirmations suivantes est correcte?

|:| La somme de deux vecteurs isotropes est toujours un vecteur isotrope.
[ ] Q est définie positive si et seulement s'il existe une base {vy,...,v,} telle que Q(v;) > 0 pour tout i.
- Une base de Sylvester contient un vecteur isotrope si et seulement si @ est dégénérée.

D Une base de Sylvester ne contient jamais de vecteur isotrope.

|:| Ne sais pas
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Question 8  On considére la base B = {v1,vq,v3} de C? ot

v = (27i7 1)7 U2 = (1707 _1)7 U3 = (i707 1)7
ot i =+/—1. On note B* = {¢1, p2, 3} la base duale de B et w = (1,4,1+ ).

Laquelle des affirmations suivantes est correcte ?

[ ] ¢2(w) =
[ ] ¢1(w)
D p1(w)
. p3(w)

|:| Ne sais pas

w) =1

Question 9 Laquelle parmi les affirmation suivantes concernant les matrice symétriques réelles A €
M., (R) est correcte ? (on suppose n > 2).

D Si la matrice symétrique A n’a qu’une valeur propre réelle A alors son polynéme minimal est p4(t) =
(t—N)m™.

- Le polyndéme minimal d’une matrice symétrique A ne posséde pas de racine multiple.

|:| Il existe une matrice symétrique réelle A et une valeur propre A € o(A) telle que la multiplicité
géométrique de A est strictement inférieure & sa multiplicité algébrique.

D Il existe une matrice symétrique A dont le polynéme caractéristique n’est pas scindé.

|:| Ne sais pas
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Deuxiéme partie, questions du type Vrai ou Faux

Pour chaque question dans cette partie, marquer (sans faire de ratures) la case VRAI si l'affirmation est toujours
vraie ou dans la case FAUX si elle n’est pas toujours vraie (c’est-a-dire, si elle est parfois fausse). On compte +2

points par réponse correcte et —1 par réponse fausse.

Question 10  Soit V un espace vectoriel euclidien de dimension n et W C V un sous-espace vectoriel de
dimension m. Soient B = {wy,...,wy,} une base orthonormée de W et x € V. Alors

m
|2 = Z(z,wi>2 si et seulement si x € W.
i=1

B Vvral [ ] FAUX

Question 11  Soient B, N € M, (K) deux matrices qui commutent. Supposons que B est inversible et N
est nilpotente. Alors A = B + N est inversible.

B VRAI [ ] FAUX

Question 12 Une matrice A € M,,(C) est hermitienne si et seulement si sa partie imaginaire et sa partie
réelle sont des matrice symétriques.

[ ] VRAI B raux

Question 13 Soit B = (v1,- -+ ,v,) une base de V. Soient 1, - - , 1, des formes linéaires sur V. Alors
elles forment une base de V* si et seulement la matrice (1;(v;))1<i,j<n est inversible.

B vral [ ] FAUX

Question 14  Pour toute matrice inversible A € M,,(C) on a x4(0) = u4(0), ot xa(t) est le polynome
caractéristique et x4 (t) est le polynéme minimal.

[] VRAI B raux

Question 15 Pour tout sous-espace vectoriel W d’un espace vectoriel pseudo-euclidien on a toujours
V=WaoW-k

[ ] VRAI B raux

Question 16  Pour tout a € R, on note d, : R[z] — R le covecteur défini par d,(p) = p(a). Alors
{0a, 0,0} C (R[x])* sont linéairement indépendants si et seulement si les nombres a,b,c € R sont deux-
a-deux distincts (on rappelle que R[z] est 1’espace vectoriel de tous les polynomes a coefficients réels en la
variable ).

B VvrAI [ ] FAUX
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Troisiéme partie, questions de type ouvert.

Répondre dans l'espace dédié. Votre réponse doit étre soigneusement justifiée, toutes les étapes de votre
raisonnement doivent figurer dans votre réponse. Laisser libres les cases & cocher: elles sont réservées au
correcteur.

Question 17: Cette question est notée sur 10 points.

a) Définir la notion d’espace dual d’un espace vectoriel V' sur un corps K.

Réponse : Le dual de V est l'espace vectoriel V* = L(V, K). Un élément de V* est donc une application
linéaire de V' & valeurs dans le corps de base K. Une telle application s’appelle un covecteur de V' ou une
forme linéaire sur V.

b) Définir la notion de base duale une base B d’un K-espace vectoriel V' de dimension finie, puis expliquer
pourquoi toute base de V admet une et une seule base duale.

Réponse : La base duale d’une base B = {vy,...,v,} de V est la famille de covecteurs B* = {¢1,...,0,}
telle que @;(v;) = &;5.

Ces covecteurs sont bien définis car une application linéaire est déterminée par son effet sur une base. Pour
prouver qu’ils sont linéairement indépendants, on suppose que o = Z?:l Aip; est nul dans V*, alors pour
tout 7 on a

0=ale;) = > Xigile;) = A;.
=1

Ainsi B* car cette famille contient n covecteurs linéairements indépendants et n = dim(V') = dim(£L(V, K)) =
dim (V™).

¢) Définir la notion de signature d’une forme bilinéaire symétrique sur un espace vectoriel réel de dimension
finie, puis énoncer soigneusement le théoréme (d’inertie) de Sylvester.

Réponse : Soit g une forme bilinéaire symétrique sur Iespace vectoriel réel de dimension finie V. On dit
que g est de signature (p, q) s’il existe une base {e;,...,e,} de V telle que g(e;,e;) =0sii#j et

+1 sil<i<p,
gleiei)) =<4 —1 sip+1<i<p+aq,
0 siptg<i<n.

Le théoréme de Sylvester énonce 'existence d’une telle base et précise que la signature (p, ¢) ne dépend pas
du choix de la base.

d) Définir la notion de forme hermitienne sur un espace vectoriel complexe V. Définir ensuite la notion de
produit scalaire hermitien.

Réponse : Soit V un espace vectoriel sur C. Une forme hermitienne sur V est une fonction h: V. xV — C
qui est sesquilinéaire (i.e. linéaire en la deuxiéme variable et anti-linéaire en la premiére variable) et qui
vérifie h(w,v) = h(v,w) pour tous v,w € V.

Un produit scalaire hermitien est une forme hermitienne qui est définie positive, c’est-a-dire telle que h(v,v) >
0 pour tout v € V non nul.

e) Donner deux exemples de produit scalaire hermitien.

Réponse : (i) Le produit scalaire hermitien standard sur C" est défini par (v, w) = >

j=1 ﬁiwi.
(ii) Le produit scalaire hermitien L? sur C°(Q,C) est (f, g) = [, f(z)g(x)dx.
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Question 18 : Cette question est notée sur 10 points.
(a) Définir ce qu’est I’espace-temps de Minkowski E!?.
(b) Définir les notions de vecteurs temps, espace et isotrope.

(c) Enoncer l'inégalité de Cauchy-Schwartz inversée pour deux vecteurs de ’espace-temps de Minkowski
E'? (en précisant les conditions de validité sur les vecteurs).

(d) Prouver cette inégalité.

Réponses. (a) On appelle espace-temps de Minkowski (ou Lorentz-Minkowski) la donnée d’un espace
vectoriel sur le corps R de dimension finie n = 1 + d muni d’une forme quadratique @ de signature (1,d).
On le note habituellement EM? et on dit qu’il y a d dimensions d’espaces et 1 dimension temporelle.

(b) Un vecteur v € EL4 est de type temps si Q(v) > 0 et de type espace si Q(v) < 0. Il est isotrope (ou de
type lumiére) si Q(v) = 0.

(c) L’inégalité de Cauchy-Schwartz inversée dit que si v,w € E? sont deux vecteurs de type temps alors

l9(v, w)| = V@)V Q(w)

On a égalité si et seulement si v et w sont colinéaires.

(d) La preuve est dans le polycopié (il y a en fait deux preuves).
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Question 19 Cette question est notée sur 11 points.

(a)

Définir le notion de sous-espace invariant pour un endomorphisme f d’un espace vectoriel complexe V.
Prouver que si f,g € L(V) commutent (i.e. fog=go f), alors Ker(g) est invariant par f.

Définir la notion de sous-espace caractéristique (aussi appelé sous-espace propre généralisé) d’un endo-
morphisme f € L(V).

Prouver tout sous-espace caractéristique de f est invariant par f.

Expliquer le lien entre la dimension de ’espace caractéristique associé & une valeur propre \ et la
multiplicité algébrique de cette valeur propre.

Réponses :

(a) Soit W un sous-espace vectoriel de V. On dit que W est invariant par 'endomorphisme f € £(V) si

f(W) C W, c’est-a-dire si f(w) € W pour tout w € W.

(b) Soient f,g € L(V) tels que fog=go f et x € Ker(g), alors

Cela montre que f(z) € Ker(g) (pour tout x € Ker(g)), donc Ker(g) est invariant par f.

(c) Le sous-espace caractéristique associé a une valeur propre A de f € L(V) est le sous-espace vectoriel

N)\(f) = Ker(f - )\Iv)mk.

ot my € N est la multiplicité algébrique de la valeur propre A (c’est-a-dire le plus grand entier m tels
que (t — A\)™ divise le polynome caractéristique xf(t).

On peut aussi dire que Ny(f) est la réunion de {0} et de ’ensemble des vecteurs propres généralisés
de f pour la valeur propre A (le théoréme de décomposition primaire entraine I’équivalence des deux
définitions).

(d) Posons ¢y(t) = (t—A)™*, alors on a vu que Ny (f) = Ker(éx(f)). Mais il est clair que ¢ (f) commute

avec f, donc par le point (b) on déduit que Kergy(f) est invariant par f.

Autre argument : un vecteur propre généralisé pour A est un vecteur (non nul) w € V' tel que
(f—=X)"™(w) = 0 pour un certain entier m. Alors on a clairement (f —\)™(f(w)) = f((f —A)™(w)) = 0.

(e) La dimension de Ny(f) est égale a la multiplicité algébrique de .

Pour le voir, on peut utiliser le théoréme de décomposition primaire. Supposons pour simplifier que
xf(t) =TI, (t—X\;)™, alors le théoréme de décomposition primaire (avec Cayley-Hamilton) implique
que V = @;_, N, (f) et (t — X))™ est le polynéme caractéristique de Ny, (f;) ot on a noté f; la
restriction de f au sous-espace invariant Ny, (f;), donc

m; = deg(xy, (1)) = dim(Ny, (fi))

(le degré du polyndome caractéristique d’un endomorphisme d’un espace vectoriel est toujours égal a la
dimension de cet espace vectoriel).
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Question 20 : Cette question est notée sur 10 points.

Le but de cet exercice est de jordaniser la matrice

(a) Donner la forme normale de Jordan J[A].
(b) Trouver une base de Jordan.

(c) Donner une matrice P telle que P~1AP = J[A].

Réponses :

(a) Le polynome caractéristique est xa(t) = (t — 3)%(t — 1). On vérifie que (A — 3I3)(A — I3) n’est pas la
matrice nulle, donc (¢ — 3)(¢t — 1) n’est pas le polyndme minimal et A n’est donc pas diagonalisable, par
conséquent sa forme normale de Jordan doit contenir deux blocs de Jordan et on a

100
JA =W ekhB) =0 3 1
00 3

(solution unique & permutation possible des deux blocs de Jordan preés).

(b) Une base Jordan doit contenir un vecteur propre pour la valeur propre A = 1 et un cycle de longueur 2
pour la valeur propre A = 3.
Un vecteur propre pour A = 1 est donné par v; = (1,—2,1). Pour construire un cycle de longueur 2 associé
a la valeur propre A = 3 on cherche un vecteur (qu’on notera vs) qui appartient a Ker(A — 3I3)? mais tel
que vs & Ker(A — 3I3). On a

00 -2 00 4
Ker(A-3I3)=| 1 0 3 et Ker(A—3I3)%2=|( 0 0 -8
00 -2 00 4

Un candidat simple pour vs est donc vs = (1,0,0). On compléte le cycle en posant vo = (A — 3I3) - vy =
(0,1,0). On a ainsi obtenu la base (ordonnée) de Jordan

B = {U17U2,U3} = {(1, —2, 1), (0, 1, O), (1, O, 0)}

(c) La matrice de changement de base P a pour colonne les composantes des vecteurs de la base de Jordan
(pour cela il est important d’avoir correctement ordonné ces vecteurs). On a

1 0 1 00 1
P=| -2 1 0 et P'=[0 1 2
1 0 0 1 0 -1

On vérifie que P~ AP = J[A] (ou si on préfere éviter le calcul de P~!, on peut vérifier que AcdotP = P-J[A]).



