ALGEBRE LINBAIRE (G. Favi) Section MT =PFL

Exercices — Série 8

Mots-clés: bases, dimension d’'un (sous)-espace vectoriel, rang, théoréme du rang,
changement de base, matrice d’une transformation linéaire dans des bases.

1 —4 9 -7 1 0 -1 5
Question 1 Soient A= -1 2 —4 1leeB=|0 -2 5 —6
5 =6 10 7 o 0 0 0

a) Montrer que les matrices A et B sont équivalentes (selon les lignes).
b) Calculer rg(A) et dim KerA.

c¢) Trouver une base pour chacun des sous-espaces ImA, KerA et KerAT, ainsi
que du sous-espace Lgn(A) engendré par les lignes de A.

Solution:

a) On constate que la forme échelonnée réduite des deux matrices est la méme,
elles sont donc équivalentes.
b) En analysant la matrice B on remarque alors que :

Il y a deux colonnes indépendantes ce qui donne rg(A) = 2 (le rang est le
nombre de colonnes-pivot) et une base de Im(A) peut étre formée par les deux
premieres colonnes de A qui correspondent aux colonnes-pivot de sa forme
échelonnée. Par le Théoréme du rang on trouve dim Ker(A) =4 —rg(A) = 2.

Trouvons les bases.

¢) Base de Ker(A): L’équation A7 = 0 est équivalente & BZ = 0; une base de

2 )

, 5 -3 : .

Ker(A) est donnée par : NEE et donc dim Ker(A) = 2, ce qui
0 1

confirme le calcul effectué ci-dessus.

Base de Lgn(A): Une base du sous-espace engendré par les lignes de A est
donnée par les lignes non nulles de la forme échelonnée B:

1 0
0 -2
-1’ 5
) —6
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Base de Im(A) et Ker(AT): On a vu plus haut que les deux premieres colonnes
de A forment une base de Im(A). Enfin Im(A) coincide avec le sous-espace
engendré par les lignes de A”7. Puisqu’il est de dimension 2, le Théoréme du
rang nous apprend que le noyau de AT est de dimension 3 —2 = 1. On trouve

2
que Ker(AT) est engendré par | 7
1
-1 3
Question 2 Soit A = :Z 162 . Alors Im(A) est un sous-espace de R*
3 -9

de dimension 1.

B vral [ ] FAUX

-1 3
. . -2 6 e 9 4
Solution: La matrice A= | 1 19 donne une application linéaire R* — R*.
3 -9

Ainsi Im(A) est un sous-espace de R*, pas de R?. Pour trouver sa dimension,
il faut analyser les colonnes de A. On constate qu’elles sont proportionnelles et
donc que la dimension de Im(A) est 1.

Question 3  Soit V' un espace vectoriel et vy, ...,v, € V. Alors

|:| Si la famille {vq, ..., v} engendre I'espace vectoriel V', alors dimV > k.
|:| Si la famille {vq, ..., v} engendre I'espace vectoriel V', alors dimV = k.
- Si la famille {vq, ..., v} est libre, alors dim V' > k.
|:| Si la famille {vq, ..., v} est libre, alors dim V' = k.

Solution: La réponse est: Si la famille {vy, ..., vz} est libre, alors dim V' > k.
En effet, si la famille {vy, ..., v} est libre, on peut compléter cette famille en une
base et cette base aura donc au moins £ éléments. Autrement dit, la dimension de
V est k au minimum (dim V' > k). Alors que, si la famille {vq,...,v;} engendre
V', on peut extraire une base de cette famille et cette base aura donc au plus k
éléments. Autrement dit, la dimension de V' est k au maximum (dim V' < k).
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Question 4 1l existe une matrice A de taille 3 x 7 telle que:

[ ] dimKer(A) =4 et rg(A) < 2
B dim Ker(A) =5 et rg(A) =2
[ ] dimKer(A) = 2 et rg(A) < 4
[ ] dimKer(A) = 3 et rg(A) = 4

Solution: La matrice A représente une application linéaire R” — R3. Par
conséquent, I'image de A est un sous-espace de R3, c’est donc un sous-espace de
dimension < 3. Le Théoreme du rang affirme que

dimKer(A) =7—1rg(A) >7-3=4

ce qui élimine deux affirmations (celles qui disent que dim Ker(A) < 3). Intuitive-
ment c’est clair: il faut “éliminer” au moins un sous-espace de dimension 4 pour
envoyer un espace de dimension 7 dans R®. Enfin le Théoréme du rang s’écrit
aussi dim Ker(A) +rg(A) = 7, ce qui élimine aussi I'affirmation dim Ker(A) = 4
et rg(A) < 2 car, dans ce cas, la somme ne peut pas étre égale a 7.

Question 5  Soit A la matrice de la projection orthogonale R? — R3 sur le
plan horizontal Vect{e7, e3}. Alors dim Ker(A) = 1 et rg(A4) = 2.

B vrAI [ ] FAUX

Solution: On a dimKerA = 1, puisque le noyau est la droite Voct(e_3>) et
dimImA = rg(A) = 2 puisque I'image de A est le plan Ozy, un sous-espace
de R? de dimension 2.

Question 6  Soit A une matrice inversible de taille 5 x 5. Laquelle des affir-
mations suivantes est vraie?

[ ] Ker(A) est vide

B Les lignes de A sont linéairement indépendantes

|:| Le rang de A est strictement plus petit que 5

|:| Les colonnes de A n’engendrent pas R®

Solution: La forme échelonnée d’une matrice inversible a un pivot dans chaque
ligne et chaque colonne. Ainsi les colonnes, et les lignes également, forment une
base de R°. Donc en particulier elles engendrent R® et elles sont linéairement
indépendantes. L’application linéaire que représente A est bijective, et donc le
noyau est nul (pas vide!), et I'image de A est R® tout entier, donc le rang de A
vaut 5.

Exercices du 9 novembre 2023



ALGEBRE LINBAIRE (G. Favi) Section MT =PFL

Question 7 Soit T': Py — R définie par T'(p) = p(—1) + p(0) + p(1). Alors
[ ] dimKer(T) = 1 et rg(T) = 2
[ ] dimKer(T) =1 et rg(T) = 1
|:| T n’est pas linéaire
B dim Ker(T) = 2 et rg(T) = 1

Solution: L’application T est linéaire et, plus explicitement, on a T'(a+bt+ct?) =
3a + 2c. En particulier, T' n’est pas 'application nulle et donc la dimension de
I'image de T est 1. Par le théoreme du rang, celle du noyau est 2.

Question 8  Soit T: Py — R définie par T'(p) = p(—1) 4+ p(0) + p(1). Une
base du noyau de T est donnée par {—2 + ¢ + 3¢, 2 — 3t*}.

B vrAI [ ] FAUX

Solution: Par la question précédente, la dimension du noyau vaut 2. Il faut donc
2 polynomes linéairement indépendants pour engendrer le noyau. On remarque
que —2 +t + 3t? et 2 — 3t? sont des polynomes linéairement indépendants qui
appartiennent au noyau de 7T'. Ils forment donc une base du noyau.

Question 9
Soient B = (b, be) et C = (¢1, ¢o) deux bases d’un espace vectoriel V. Supposons
que b1 = 601 - 202 et b2 = 901 - 402.

(a) Calculer la matrice de changement de base Fep de B vers C.

(b) Trouver [z]¢ pour x = —3b; + 2b, en utilisant le résultat en (a).

Soient A = (a_1>, a_g) et D= (Z,z

=) #=(3) =) 2-(3)

(c) Calculer la matrice de changement de base Pp4 de A vers D.

) les bases de R? définies par:

(d) Calculer la matrice de changement de base Pyp de D vers A.

Solution:

(a) La matrice de changement de base de B vers C est la matrice dont les

colonnes sont les coordonnées des vecteurs de base de la base B dans la
6 9

base C, donc Peg = 9 4]
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3 '
5 ) Pour trouver [z]c il
suffit d’utiliser la matrice de changement de base :

e =reatels = (5 1) (73) = (5)

(¢) Pour trouver la matrice de changement de base de A vers D il faut écrire
les coordonnées des vecteurs a_1> et a_2> dans la base D, c’est a dire trouver

(b) L’équation x = —3b; + 2b, signifie que [z]p =

7’ % /7
les nombres réels x; et x5 tels que a_1> = x1dy + x2dy et les nombres réels

y1 et ys tels que a_2> = y1dy + ya2ds. 11 suffit pour cela de résoudre les deux
systemes :

- = - =
(dy da) (””1> —ai et (dy da) (y1> -
) Y2

On peut par exemple les résoudre simultanément comme vu en cours. On
trouve r1 = —3, xo = =5, y1 = 1, Yy = 2 ce qui donne :

-3 1

(d) Pour trouver Pyp il suffit d’inverser Ppy4. On trouve
_ -2 1

Question 10

20—y
Soit T': R? — R? la transformation linéaire définie par T (Zj) = |xz+3y
r—Yy

a) Donner la matrice A = [T]ge de T par rapport aux bases canoniques £ de R?
et R3.

b) Donner la matrice B = [T|¢s de T par rapport aux bases

1 -1 0

B:(G><_D) deR2 et C=1[|2]., 1].]1 de R3.
2 0 1

Solution:
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a) La matrice de 'application linéaire T' par rapport aux bases canoniques est

2 —1
A=(T(e) T@)=|1 3
1 -1

b) Pour calculer la matrice B, on commence par calculer les images par T' des
vecteurs de la base B = (b, b):

T() =T G) _ % ot T(H) =T <_1> _ _2

Ensuite, on calcule les coordonnées de ces deux vecteurs dans la base C en
résolvant les systemes suivants:

1 -1 01 1 00 )
2 1 114 ]|~1010 4
2 0 110 0 0 1]|-10
et
1 -1 0]-3 1 0 0 1
2 11, 2 |~1010] 4
2 0 1|-2 0 0 1|—4
Ainsi
) 1
B = [T]CB = 4 4
—10 —4
Question 11
T 3x1 + x3
Soit T': R® — R3 lapplication linéaire donnée par | zo | — [ 222 + 23
T3 T+ o

Soient £ la base canonique de R? et B = (b_i, b;, b_g:) la base de R? donnée par

1\ /1\ /0
B=|([1],[o],[o0
1/ \u

a) Donner la matrice [T|ze qui représente 1" par rapport aux bases £ (de départ)
et B (d’arrivée).

b) Méme question pour [T]¢s, dans les bases B (de départ) et € (d’arrivée).

¢) Méme question pour [T]gs, les bases B (de départ) et B (d’arrivée).
Solution:
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a)

On commence par prendre les vecteurs de la base de départ £ et a leur appli-
quer la transformation 7. On obtient

3 0 1
Te)=(0]|, TE)=12], TEy)=11],
1 1 0

qui sont encore exprimés dans la base canonique £. Il faut maintenant calculer
la matrice de passage de la base £ a la base B, notée Pgg (telle que [7],; =
PpelZ]e). On sait, du cours, que Pgg est I'inverse de la matrice de passage de
la base B a la base £, notée Pgp. Cette derniere est donnée par

(ses colonnes sont les vecteurs de la base B, exprimés dans la base £). On
0 10

obtient que l'inverse est ngl = 1 —1 0] = Pge. On applique alors Pgg
-1 11

aux vecteurs T'(¢;) (qui sont exprimés dans la base £) et on trouve la matrice

[T)se

[T)pe = (PaeT(e1) PueT(ez) PpeT(ez)) =

N W O
W NN

1
0
0

On commence par prendre les vecteurs de la base de départ B et a leur appli-
quer la transformation 7.

1 3 1 4 0 1
0 2 1 1 1 0

Ces vecteurs sont exprimés dans la base canonique €. La matrice [T]ep est

341
Mes=[2 11
2 10

On applique Pgg aux vecteurs obtenus au point précédent et on obtient la
matrice

N W o=

2 1
Tps = (PBST(bl) PpeT'(bs) PBST(bS)) =11 0
1 0
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