Kernels Homework 1.

April 5, 2025

. Go through the notebook

Understanding Kernels

. Verify numerically that
e’z — R, [\/5 cos(w'z 4 b) - V2 cos(wy + b)

using a Monte-Carlo approximation on the right-hand side, where w is
drawn from p(w) = N(0, 1) and b is drawn uniformly from [0, 27]. how
big of a P do you need to make it work?

. Verify this approximation numerically.

g(z) = k(x) (2l + K)'y =~ P7YV2f(x)S' (21 + SS") Yy
= P_1/2f(x)’£zf+ S/S)_IS/yI (1)
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where S are random features from the previous problem.

. Verify numerically that

Theorem 1. The Gaussian kernel
K(l’,y) = exp(— 1_pp2 (fL’ - y)2>

in L?(du) when dy is the Gaussian distribution of mean 0 and variance
10 has fi as eigenfunctions and

1—p
Me = (1=p)p~.
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as eigenvalues.


https://colab.research.google.com/drive/1iFrgb1Wo6cPPcBPVGss0PY9XGbtmLtoq

To this end, use Monte-Carlo approximation to verify numerically that

/ K2, 2) fo@)du(F) = Mfule)

Reproduce the plot of fi(x) from the lecture.

. Check that fy for large k is "hard to learn” because it ”oscillates too
much.” To this end, fix, say, n = 500 observations, simulate 200 Out-
of-sample (OOS) observations, and compute OOS MSE of kernel ridge
for the simulation y; = fi(x;). What do you see and why? What is the
RKHS norm || fi |3, ?

. Complete the proof of the representer theorem: minimization over
[H(x) =" K (z,x;) (ie., over a;) gives the kernel ridge.

Also, prove the z = 0 case!



