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Computational modeling
A conceptual and quantitative mathematical
model of the atmosphere can allow us to
▶ link source emissions, atmospheric

composition, and impacts
▶ test hypotheses regarding magnitude of

contributing processes to observations
▶ evaluate emission control strategies
▶ predict future air quality and climate

scenarios based on projected changes in
emissions (adaptation)

∆(c1, c2, . . . , cn)

∆(E1,E2, . . . ,En)

Some categorization of models:
▶ statistical/mechanistic
▶ stochastic/deterministic

We will discuss mechanistic, deterministic
models.

“All models are wrong, but some are useful.”
- George P. Box

IPCC, 2013
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Example applications
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Time and spatial scales

Spatial scales
▶ micro (∼1 km)
▶ meso (∼50 km)
▶ synoptic

(∼300 km)
▶ global

▶ molecular
▶ turbulent eddies
▶ plume
▶ cloud
▶ urban airshed
▶ regional
▶ global

Time scales (by process)
▶ electron transfer
▶ molecular

vibrations
▶ emission
▶ reaction
▶ condensation/

evaporation
(phase-
partitioning)

▶ deposition
▶ diffusion
▶ advection
▶ convection

adapted from Seinfeld and Pandis, 2006

Jacob, 1999

Seinfeld and Pandis, 2006
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Model formulation

Frame of reference
▶ fixed (Eulerian)
▶ moving (Lagrangian)

Chemistry-meteorology
▶ assimilated meteorology
▶ coupled climate-chemistry/

meteorology-chemistry

Seinfeld and Pandis, 2006
source: NCAR
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General circulation models (GCMs)
▶ Large-scale motions of fluid
▶ Radiative transfer

source: NOAA

Chemical transport models (CTMs)
Detailed continuity equations for chemical
species

∂ci

∂t
+∇·(uci ) = Ri (c1, c2, . . . , cn)+Ei−Si

Goddard Institute for Space Studies
Models I and II:

Hansen et al., 1983
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Seinfeld and Pandis, 2006

http://www.physicalgeography.net

Terrain effects and boundary layer
height
Given z = absolute height, h = terrain
height, Hm = mixing height, we can define a
new vertical coordinate:

z ′ = z − h(x , y)

Or a terrain-following coordinate
transformation:

ζ =
z − h(x , y)

Hm(x , y , t)− h(x , y)

Pressure-based coordinate system
Given p = pressure at a given height z, ps
= surface pressure, pt = pressure at top of
modeling domain (e.g., 0.1 atm for the
troposphere)

σ(p) =
p − pt

ps − pt
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Nesting, adaptive gridding

We can resolve atmospheric processes at various scales with creating meshing as long as
emissions and other required information (e.g., meteorological variables) are available at the same
resolution. Coarser models can provide boundary values or initial conditions for the more finely
resolved model, etc.

Krol et al., 2005

Garcia-Menendez and Odman, 2011
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Processes

The concentration of species i is a function
of space and time: ci = ci (r, t).

∂ci

∂t
=

[
∂ci

∂t

]
advection

+

[
∂ci

∂t

]
dispersion

+

[
∂ci

∂t

]
gas-phase
chemistry

+

[
∂ci

∂t

]
emission

+

[
∂ci

∂t

]
wet/dry
deposition

+

[
∂ci

∂t

]
aerosol

+

[
∂ci

∂t

]
aqueous-phase
chemistry

Mass vs. number conservation for
aerosols:
▶ mass is important for PM2.5 and PM10

regulation, light scattering, and mass
budget considerations.

▶ number is important for simulating
new particle formation and
aerosol-cloud interactions.
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Operator splitting

Let c(t) = c(r, t). We can define an operator X = X(∆t) and its corresponding
incremental operator ∆X :

X c(t) = [c(t +∆t)]X = c(t) +
∫ t+∆t

t

[
∂c
∂τ

]
dτ

∆X c(t) = [c(t +∆t)− c(t)]X =

∫ t+∆t

t

[
∂c
∂τ

]
dτ

Let X represent various
processes:

A Advection

D Diffusion

C Cloud

G Gas-phase chemistry

P Aerosol

S Source/sink

Operators can be applied in sequence or in parallel.

Sequential operation:

c(t +∆t) = (S ◦ P ◦ G ◦ C ◦ D ◦ A) c(t)

where ◦ denotes operator composition: f (g(x)) = (f ◦ g)(x).

Parallel operation:

c(t +∆t) = c(t) + (∆S +∆P +∆G +∆C +∆D +∆A) c(t)
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Example: advection equation

Operator splitting is also used to decouple the processes in space. Reverting back to
representation of concentration as c = c(r, t), consider the advection equation:

∂c
∂t

+ u · ∇c = 0

In Cartesion coordinates,

∂c
∂t

= −u
∂c
∂x
− v
∂c
∂y
− w

∂c
∂x

Applying the operators in parallel,

c(t +∆t) = c(t) +
(
∆Ax +∆Ay +∆Az

)
c(t)

we can solve three one-dimensional equations instead of one three-dimensional
equation: [

∂c
∂t

]
x
= −u

∂c
∂x
,

[
∂c
∂t

]
y
= −v

∂c
∂y
, and

[
∂c
∂t

]
z
= −w

∂c
∂z
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Discretization. Discretizing the domain
and defining the concentrations over this
new domain,

cn
i,j,k = c(xi , yj , zk , tn)

cn+1
i,j,k = c(xi , yj , zk , tn +∆t)

Representation by finite difference. We
can approximate with the simplest of
(backward) finite difference approximations
as

cn+1
i,j,k − cn

i,j,k

∆t
= −

un
i,j,k cn

i,j,k − un
i−1,j,k cn

i−1,j,k

∆x

cn+1
i,j,k − cn

i,j,k

∆t
= −

vn
i,j,k cn

i,j,k − vn
i,j−1,k cn

i,j−1,k

∆y

cn+1
i,j,k − cn

i,j,k

∆t
= −

wn
i,j,k cn

i,j,k − wn
i,j,k−1cn

i,j,k−1

∆z

Integration (by Euler’s method). We get
the solution with respect to advection as

cn+1
i,j,k = cn

i,j,k +
un

i−1,j,k cn
i−1,j,k − un

i,j,k cn
i,j,k

∆x
∆t

+
vn

i,j−1,k cn
i,j−1,k − vn

i,j,k cn
i,j,k

∆y
∆t

+
wn

i,j,k−1cn
i,j,k−1 − wn

i,j,k cn
i,j,k

∆z
∆t

Jacob, 1999
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Example: Gas-phase chemical reaction and
gas/particle partitioning

Adapted from Pandis and Seinfeld, 1990; Vayenas et al., 2005

Single box model including partitioning, deposition, emission, and reaction:

dcNH3

dt
=

(
dcNH3

dt

)
cond/evap

−
vNH3

H
cNH3

+ ENH3

dcHNO3

dt
=

(
dcHNO3

dt

)
cond/evap

−
vHNO3

H
cHNO3

+ Rg,HNO3

dcNH4NO3

dt
=

(
dcNH4NO3

dt

)
cond/evap

−
vNH4NO3

H
cNH4NO3
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Sequential application of operator splitting:

cNH3
(t +∆t) =

[
SNH3

(∆t) ◦ PNH4NO3
(∆t) ◦ ENH3

(∆t)
]

cNH3
(t)

cHNO3
(t +∆t) =

[
SHNO3

(∆t) ◦ PNH4NO3
(∆t) ◦ RHNO3

(∆t)
]

cHNO3
(t)

cNH4NO3
(t +∆t) =

[
SNH4NO3

(∆t) ◦ PNH4NO3
(∆t)

]
cNH4NO3

(t)

Illustration:
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Modularity of operator splitting

Decoupled treatment of many processes permits many advantages.
▶ Programatically, we can replace the underlying mechanism or its implementation

in this subroutine/module without affecting how the other processes are simulated.
▶ The most appropriate solver can be used for each module (i.e., for gas-phase

kinetics, condensation/evaporation, etc.).
▶ However, concentrations must not change too rapidly at each time step to

minimize approximation error.
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Linear vs. nonlinear operations

Let us consider whether a function is linear or nonlinear.
Properties of linear functions:

f (x + y) = f (x) + f (y)

f (ax) = af (x)

Function applied to average of inputs corresponds to average of outputs:

1
n

n∑
i=1

f (xi ) = f

(
1
n

n∑
i=1

xi

)
or, more concisely, ⟨f (x)⟩ = f (⟨x⟩)

Example. Does 2f (x) = f (2x)?

Linear function:

f (x) = x

2f (x) = 2x = f (2x)

Non-linear function:

f (x) = x2

2f (x) ̸= 4x2
= f (2x)
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Examples of linear and nonlinear operations
Gaussian plume model (solution to continuous release)

c(x , y , z) =
q

2πuσyσz
exp

(
−

y2

2σ2
y

)[
exp

(
−
(z − h)2

2σ2
z

)
+ exp

(
−
(z + h)2

2σ2
z

)]

If the source strength q is doubled, then concentration c(x , y , z) is also doubled.

O3 formation from reaction of VOCs and NOx
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Can we expect homogeneous concentrations within a
grid cell?

Grid cells can range from ∼4 km to several hundreds of km.

156 Atmospheric Chemistry

If the globally averaged concentration of a trace
constituent in the atmosphere does not change
significantly over a given time period, the rate
at which the constituent is injected into (and/or
produced within) the atmosphere must equal the
rate at which it is removed from the atmosphere.
Under such steady-state conditions, we can define
the residence time (or lifetime) � of a trace con-
stituent in the atmosphere as

(5.1)

where M is the amount of the constituent in the
atmosphere (in kg) and F is the rate of its removal
(in kg s�1) from the atmosphere.

The following analogy may be helpful in under-
standing the concept of residence time. Suppose
a tank is full of water and is over-flowing at its
top due to water being pumped into the bottom
of the tank at a rate F. Then the rate of removal
of water from the tank is F. If we assume that the

� �
M
F

water entering the bottom of the tank steadily
displaces the water above it by pushing it upward
without any mixing, the time spent by each small
element of water that enters the bottom of the
tank before it overflows at the top of the tank is
M�F, where M is the volume of the tank in anal-
ogy with (5.1).

Although each atmospheric constituent can be
assigned a residence time in accordance with (5.1),
the residence times of individual molecules of
that constituent vary widely, especially if the
removal processes tend to be locally concen-
trated. Furthermore, residence time, defined in
this manner, does not always give a representative
idea of how long it would take for the atmospheric
concentration of a species to react to an abrupt
change in the source. For example, CO2 has a
residence time of only a few years in the atmos-
phere, but a much slower adjustment time (see
Section 2.3.2).

In the atmosphere, the very stable gas nitrogen
has a residence time of �107 years. In contrast,

5.1 Residence Time and Spatial Scales of Variation of Chemicals in the Atmosphere

Micro-
scale

Urban or
local scale

Regional or
mesoscale

Synoptic or
global scale

Inter-hemispheric
mixing time

Intra-hemispheric
mixing time
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Long-lived
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Short-lived 
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Fig. 5.1 Spatial and temporal scales of variability for some atmospheric constituents. The temporal scale is represented
by residence time. [Adapted with permission from The Atmospheric Sciences Entering the Twenty-First Century, United States
National Academy Press, 1998, p. 137.]

Continued on next page
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Implications for spatial averaging

Example: ozone formation in Houston.

Henderson et al., 2012

Note that in addition to dilution, errors can arise if there are sharp concentration
gradients within a grid cell (affects mixing of precursors).
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Cloud processes

IPCC, 2013
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Parameterizing sub-grid scale processes

Typical length scale for a cloud is a few
hundred meters.

Wallace and Hobbs, 2006

Typical grid size resolution for GCM is
∼100 km.

http://seas.harvard.edu

Require cloud parameterizations for:
▶ Formation
▶ Precipitation
▶ Moisture convection
▶ Radiative properties
▶ Aqueous-phase processing
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Randall, 2013

22 / 39



Bounding predictions

Common approaches to evaluating prediction
uncertainty:
▶ ensemble modeling approach (different

chemistry/physics/emission models)
▶ perturbation of model parameters for a fixed

mechanism (also for evaluating sensitivity)

Evaluation with available measurements is
critical.
▶ If our predictions are accurate: are we

making making correct predictions for the
wrong reasons (by luck)?

▶ If our predictions are biased: as long as
predictions of relative responses to
proposed strategies is approximately
correct, it is sufficient?

Interpreting prediction errors:
▶ missing or incorrectly specified emissions?
▶ missing or incorrectly specified

mechanisms/processes?
▶ resolution problem?

IPCC, 2013
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Atmospheric predictability and chaos

▶ Predictions of atmospheric motions are highly
sensitive to initial conditions: unreliable beyond
a few weeks⇒ uncertain weather forecasts
(exact state at a future time)

▶ Climate predictions rely on averaging
stochastic fluctuations over time, and try to
make statistical statements about a future
state.

Wallace and Hobbs, 2006
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Measurement-model comparison

Hass et al., 1993
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Modeling the Earth System
General climate models (GCM) vs.
earth system models (ESM)
▶ ESMs include interactions among

atmosphere, biosphere, land surface,
ocean, and sea ice

▶ includes additional feedbacks (e.g.,
changes in vegetation induces reflectivity,
moisture exchange)

▶ must consider tradeoffs among spatial
resolution, simulation period, and
complexity (number of
mechanisms/feedbacks)

Flato, 2011

soccom.princeton.edu
Heavens, N. G., Nature Education Knowledge, 2013

26 / 39



Evaluation of climate-relevant variables
▶ many variables: e.g., surface temperature, precipitation, radiative properties, circulation

patterns, sea ice extent, carbon flux, heat flux
▶ many properties: e.g., trends, variability, significant changes, extreme events

CMIP5: Coupled Model Intercomparison Project Phase 5

EMICs: Earth system Models of Intermediate Complexity
IPCC, 2013
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“The Greenhouse Gamble”

How much would you pay to switch wheels?

MIT Global Change
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Model for instantaneous mixing

Seinfeld and Pandis (2006)

Considering mixing layer height H(t), the
Lagrangian (and Eulerian) formulation for a
box model is

dci

dt
=

qi

H(t)
emission

+ Ri reaction

−
vd ,i

H(t)
ci dry deposition

+
ca

i − ci

H(t)
dH
dt
U
(

dH
dt

)
entrainment(

+
c0

i − ci

τr

)
advection

where c0
i = ci (t = 0), ca

i = ca
i (t), U =

Heaviside unit step function.
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Modeling plume dispersion

Jacob (1999)

Seinfeld and Pandis (2006)

Jacob (1999)
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Gaussian plume model from advection-diffusion
equations

Let c = c and u = u. Consider dispersion equation for u = (ux , 0, 0), q = q(0, 0, h, 0),
total reflection at z = 0, extending over the domain 0 ≤ z ≤ ∞. δ(·) is the Dirac delta
function. S is the source strength in mass concentration per unit time; q is the source
strength in mass per unit time.

Instantaneous release:

∂c
∂t

+ ux
∂c
∂x

= Kxx
∂

2c

∂x2 + Kyy
∂

2c

∂y2 + Kzz
∂

2c

∂z2

Continuous source:

∂c
∂t

+ ux
∂c
∂x

=Kxx
∂

2c

∂x2 + Kyy
∂

2c

∂y2 + Kzz
∂

2c

∂z2

+ S(x , y , z, t)

c(x , y , z, 0) = Sδ(t)

c(x , y , z, t) = 0 x , y , z → ±∞

Kzz
∂c
∂z

= 0 z = 0

q = Sδ(x)δ(y)δ(z − h)

c(x , y , z, 0) = 0

c(x , y , z, t) = 0 x , y , z → ±∞

Kzz
∂c
∂z

= 0 z = 0

q = Sδ(x)δ(y)δ(z − h)

=

∫ ∫
ux c(x , y , z, t)dydz

Assume constant diffusivities. Let

σ
2
x = 2Kxx t, σ2

y = 2Kyy t, and σ
2
z = 2Kzz t
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Gaussian plume model
Total reflection at surface

Gaussian puff model (solution to instantaneous release):

c(x , y , z, t) =
q

(2π)3/2
σxσyσz

exp

(
−
(x − ut)2

2σ2
x

−
y2

2σ2
y

)

×

[
exp

(
−
(z − h)2

2σ2
z

)
+ exp

(
−
(z + h)2

2σ2
z

)]

Gaussian plume model (solution to continuous release):

c(x , y , z) =
q

2πuσyσz
exp

(
−

y2

2σ2
y

)[
exp

(
−
(z − h)2

2σ2
z

)
+ exp

(
−
(z + h)2

2σ2
z

)]

We often use a reference height of h = hs +∆h to account for plume rise (∆h) on top
of the stack (hs).
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Conceptualizing total reflection

Wark et al. (1998)
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Estimating dispersion parameters for continuous
release

Dispersion parameters σy and σz can be estimated from theoretical considerations, but
may require environmental variables which are not readily available. Widely used
parameterizations are based on atmospheric stability classes. Commonly used
parameterizations were developed with 10 minute sampling times, but are often
assumed to represent one-hour averages.

Wark et al. (1998)
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Rural parameterization

Parameterization for rural values
(“Pasquil-Gifford” curves) for downwind
distance x (solid lines in Figures 4-6
and 4-7):

σy = 465.11628 · x · tan(TH)

TH = 0.01745[c − d ln(x)]

σz = a · xb

Note that x is in km and σs are in m.

Wark et al. (1998)
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Urban parameterization

Parameterization for urban values (“McElroy-Pooler” curves) for downwind distance x
(dashed lines in Figures 4-6 and 4-7):

Wark et al. (1998)
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Stability classification

Wark et al. (1998)
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Dispersion parameters for instantaneous release

Instantaneous release model requires use of dispersion parameters that are
representative over shorter averaging times. Typically, σx ≈ σy is assumed.

Wark et al. (1998)
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Further reading

Jacob, D. Introduction to Atmospheric Chemistry. Princeton University Press, 1999.
Jacobson, M. Z. Fundamentals of Atmospheric Modeling. 2nd ed. Cambridge

University Press, 2005.
Seinfeld, J. H. & Pandis, S. N. Atmospheric Chemistry and Physics: From Air Pollution

to Climate Change. John Wiley & Sons, 2006.
Sportisse, B. Fundamentals in Air Pollution: From Processes to Modelling. Springer,

2010.
Wallace, J. M., and Hobbs, P. V. Atmospheric Science: An Introductory Survey.

Academic Press, 2006.
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