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I) Diffusion-reaction equation and patterns



Beyond standard diffusion: patterns

Towards the - abrupt - end of his life, Alan Turing (helped 
breaking Enigma in WWII) raised the question of the origin 
of complex biological patterns.



Beyond standard diffusion: patterns

THE CHEMICAL BASIS OF MOKPHOGENESIS 

BY A. M. TURING, F.R.S. University qf Manchester 

(Received 9 November 195 1-Revised 15 March 1952) 

It  is suggested that a system of chemical substances, called morphogens, reacting together and 
diffusing through a tissue, is adequate to account for the main phenomena of morphogenesis. 
Such a system, although it may originally be quite homogeneous, may later develop a pattern 
or structure due to an instability of the homogeneous equilibrium, which is triggered off by 
random disturbances. Such reaction-diffusion systems are considered in some detail in the case 
of an isolated ring of cells, a mathematically convenient, though biolo:~irall, unusual system. 
The investigation is chiefly concerned with the onset of instability. It  is faund that there are six 
essentially different forms which this may take. In the most interesting form stationary waves 
appear on the ring. It  is suggested that this might account, for instance, for the tentacle patterns 
on Hydra and for whorled leaves. A system of reactions and diffusion on a sphere is also con- 
sidered. Such a system appears to account for gastrulation. Another reaction system in two 
dimensions gives rise to patterns reminiscent of dappling. It  is also suggested that stationary 
waves in two dimensions could account for the phenomena of phyllotaxis. 

The purpose of this paper is to discuss a possible mechanism by which the genes of a zygote 
may determine the anatomical structure of the resulting organism. The theory does not make any 
new hypotheses; it merely suggests that certain well-known physical laws are sufficient to account 
for many of the facts. The full understanding of the paper requires a good knowledge of mathe- 
matics, some biology, and some elementary chemistry. Since readers cannot be expected to be 
experts in all of these subjects, a number of elementary facts are explained, which can be found in 
text-books, but whose omission would make the paper difficult reading. 

I n  this section a mathematical model of the growing embryo will be described. This model 
will be a simplification and an idealization, and consequently a falsification. I t  is to be 
hoped that the features retained for discussion are those of greatest importance in the 
present state of knowledge. 

The model takes two slightly different forms. In one of them the cell theory is recognized 
but the cells are idealized into geometrical points. In  the other the matter of the organism 
is imagined as continuously distributed. The cells are not, however, completely ignored, 
for various physical and physico-chemical characteristics of the matter as a whole are 
assumed to have values appropriate to the cellular matter. 

With either of the models one proceeds as with a physical theory and defines an entity 
called 'the state of the system'. One then describes how that state is to be determined from 
the state at  a moment very shortly before. With either model the description of the state 
consists of two parts, the mechanical and the chemical. The mechanical part of the state 
describes the positions, masses, velocities and elastic properties of the cells, and the forces 
between them. I n  the continuous form of the theory essentially the same information is 
given in the form of the stress, velocity, density and elasticity of the matter. The chemical 
part of the state is given (in the cell form of theory) as the chemical composition of each 
separate cell; the diffusibility of each substance between each two adjacent cells rnust also 
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Beyond standard diffusion: patterns

Very simple model where diffusion and reaction between species give rise to patterns.

@CA

@t
= DAr2CA + f(CA, CB)

@CB

@t
= DBr2CB + g(CA, CB)

Possible choice (Gray-Scott model) 

f(CA, CB) = �CAC
2
B + F (1� CA)

g(CA, CB) = +CAC
2
B � (F +K)CB

reaction
replenishment (up to a limit, here set to one)

depletion (mortality, otherwise no limit 
to production of B)

Two species diffusion reaction



Beyond standard diffusion: patterns

Spatially homogenous solution is not always stable, the system evolves towards complex patterns 
(diverse geometries) ! Mathematically, we compute the growth rate of different patterns, the 
fastest growing dominates.



Beyond standard diffusion: patterns

Dominated by 
depletion

Dominated by 
replenishment

Intermediate case



Beyond standard diffusion: patterns
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Beyond standard diffusion: patterns



Vegetated patterns, semi-arid environment

Nature

Mathematical model

Strategy for survival: best compromise between positive (e.g. sheltering from sun) and negative 
(e.g. competition for water) feedback



Vegetated patterns in rivers

A)

B)

C)

•Observed for various spatial scales and 
environments

•Spatial distribution of vegetation correlates with 
morphology 

•Active role in the formation or in the stabilization 
of ridges ?

15 m

200 m

50 m



Organization of vegetation

•If the biomass is mature enough, it starts to disturb the flow.

•Both positive and negative interaction between biomass at different points. Cooperation + 
competition -> patterns as a compromise

Increased deposition (positive 
interaction) or sediment anchoring 

Increased scouring due to flow 
deflection (negative interaction)

Rygel, M.C. Rygel, M.C.



Vegetated patterns: anabranching patterns in ephemeral rivers



Interaction Kernel (model hypotheses)

Nakayama, Fielding and Alexander, Sedimentary Geology (2002)

Obstacle cross-section 
proportional to the local biomass 
(deposition).

Local positive interaction 
(sediment anchoring by vegetation)

Z Z
dx0dy0�(x0, y0)W+(x� x0, y � y0) ⇡ A�(x, y) +Bry�(x, y) +Dsr2�(x, y)



Vegetated patterns: model evolution

λ

Stability analysis (Turing 1952): set of analytical conditions under which the homogeneous solution 
becomes unstable and evolves towards periodic patterns.

https://www.sciencedirect.com/science/article/abs/pii/S030917081500158X 

https://www.sciencedirect.com/science/article/abs/pii/S030917081500158X


flow depth

vegetation density vegetation diameter

porosity

longitudinal / transverse coordinates

Ecomorphodynamic equations

Perona et al.  ESPL, 2014

‣ Couple the equation for the evolution of vegetation with the equations of the morphodynamics 
(Shallow water equations + Exner + Vegetation).
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Vegetated patterns: model evolution

https://agupubs.onlinelibrary.wiley.com/doi/full/10.1002/2015WR017492 

https://agupubs.onlinelibrary.wiley.com/doi/full/10.1002/2015WR017492


Vegetated patterns: model evolution

Following Turing’s method, we introduce a perturbation to the homogeneous solution and study 
its evolution (damping or exponential growth.



Vegetated patterns: model evolution

Stability analysis (Turing 1952): set of analytical conditions under which the homogeneous solution 
becomes unstable (perturbation grows exponentially) and evolves towards periodic patterns 
(alternate or multiple bars).

perturbation to the 
homogeneous 
solution



Take-home message on diffusion and patterns

Complex patterns are ubiquitous in Nature (other examples: epidemics, invasions by 
species). Components needed for the emergence of patterns:

•Diffusion can turn a stable state (reaction equilibrium) into an unstable one (instability towards 
patterns)

•Depletion-replenishment / activation-inhibition / cooperation-competition are needed for the 
emergence of the patterns

•The pattern scale that grows the fastest will dominate (method described in Turing’s paper).



II) 3D diffusion-reaction: 
disinfection of virus aggregates

Paper by ETP student: M. J. Mattle, B. Crouzy, M. Brennecke, K. Wigginton, P. Perona, and T. Kohn. Impact of virus 
aggregation on inactivation by peracetic acid and implications for other disinfectants. Environmental Science and 
Technology, 45(18):7710-7717, 2011 



Impact of aggregation on virus disinfection

Disinfection doses are determined for dispersed viruses. Viruses are known to aggregate, what 
are the consequences for disinfection ?
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’ INTRODUCTION

Virus removal and inactivation present a major challenge for
drinking water treatment. Due to their small size (18!120 nm
diameter) and relative resistance to common disinfectants,
viruses can penetrate traditional water treatment systems.1 To
meet the drinking water treatment goals defined by the U.S.
Environmental Protection Agency, 4 log10 (or 99.99%) of enteric
viruses must be removed or inactivated during the production of
drinking water from surface waters or groundwater under direct
influence of surface water. This can be achieved by either
combining disinfection with filtration, or by disinfection alone.2

The efficiency of water disinfection cannot be measured in
real-time due to the fact that infective virus titer measurements
can take several days for some human viruses and are not
available for others. Consequently, the applied disinfectant doses
are typically based on inactivation data reported in the literature.
Inactivation studies are usually performed using a population of
dispersed viruses; however, viruses in wastewater and surface
waters are often present as aggregates.3,4 For example,Hejkal et al.5

reported that ultrasonication of fecal particles lead to an increase
in virus titer, thus indicating the presence of aggregated or

particle-associated viruses. Aggregates of viruses enveloped by
cell debris have also been reported.6

Berg et al.7 first proposed that viral aggregation could cause a
decrease in inactivation rates. Several later studies showed
important differences in inactivation kinetics between dispersed
and aggregated viruseswhen treatedwith chemical disinfectants.3,8!10

Each of these studies reported a tailing-off of the inactivation
curve, which was rationalized by the presence and protective
effect of aggregates. In contrast, in at least two studies consistent
first-order inactivation kinetics were observed for aggregated
viruses.3,11 Cell-associated viruses, which have similar disinfec-
tion kinetics as viruses derived from feces,12 also showed slower
inactivation kinetics than dispersed viruses and occasionally ex-
hibited the tailing-off effect.13,14 No conclusive explanation could
be given for this behavior, however, as the reduction could be due to
viral aggregation, protection by the cellular structure, or both.

Received: May 13, 2011
Accepted: August 5, 2011
Revised: August 4, 2011

ABSTRACT: Viruses in wastewater and natural environments
are often present as aggregates. The disinfectant dose required
for their inactivation, however, is typically determined with
dispersed viruses. This study investigates how aggregation
affects virus inactivation by chemical disinfectants. Bacterioph-
age MS2 was aggregated by lowering the solution pH, and
aggregates were inactivated by peracetic acid (PAA). Aggregates
were redispersed before enumeration to obtain the residual
number of individual infectious viruses. In contrast to enumerating whole aggregates, this approach allowed an assessment of
disinfection efficiency which remains applicable even if the aggregates disperse in post-treatment environments. Inactivation kinetics
were determined as a function of aggregate size (dispersed, 0.55 and 0.90 μm radius) and PAA concentration (5!103 mg/L).
Aggregation reduced the apparent inactivation rate constants 2!6 fold. The larger the aggregate and the higher the PAA
concentration, the more pronounced the inhibitory effect of aggregation on disinfection. A reaction-diffusion based model was
developed to interpret the experimental results, and to predict inactivation rates for additional aggregate sizes and disinfectants. The
model showed that the inhibitory effect of aggregation arises from consumption of the disinfectant within the aggregate, but that
diffusion of the disinfectant into the aggregates is not a rate-limiting factor. Aggregation therefore has a large inhibitory effect if highly
reactive disinfectants are used, whereas inactivation by mild disinfectants is less affected. Our results suggest that mild disinfectants
should be used for the treatment of water containing viral aggregates.

Viruses may form 
aggregates

Concentration of 
disinfectant smaller close 
to aggregate center

Viruses survive longer 
close to the center



Model for aggregate disinfection

Exercise set 6

Problem 1

We consider the problem of virus (MS2) inactivation by disinfectant (peracetic acid) in the

situation where the viruses are grouped in clusters. Slower inactivation was observed in the presence

of aggregates (up six times slower when compared with the inactivation of dispersed viruses). The

model we consider was published recently, for more details see: M. J. Mattle, B. Crouzy, M.
Brennecke, K. Wigginton, P. Perona, and T. Kohn. Impact of virus aggregation on inactivation
by peracetic acid and implications for other disinfectants. Environmental Science and Technology,
45(18):7710-7717, 2011.

The dynamics of disinfection was obtained performing experiments with dispersed viruses and

follows the equation:

@tcv = �k1c
a
dcv. (1)

Here cv and cd denote the concentration of virus, respectively the concentration of disinfectant.

Both are function of position and time. k1 denotes the inactivation rate and a ⇡ 0.82 the order of

the reaction, both of them are obtained from experiments without aggregation. Propagation of the

disinfectant inside the aggregates of virus follows the di↵usion-reaction equation

@tcd = Dr2cd � k2cd. (2)

Here D is the di↵usion constant and k2 denotes the rate of consumption of disinfectant (in general

di↵erent from k1). In 3D, the laplacian can be written as r2
= @2

r +
2
r@r (note that we assume

spherical symmetry so that only the radial derivative is non-zero).

Di↵usion was found in the experiment to be very fast at the scale of the aggregates. We consider

therefore that the time derivative in (2) can be neglected and that we have an equilibrium between

di↵usion and consumption of viruses. Since in the experiments the largest aggregates are of the

order of one micrometre, we have that for realistic values of the di↵usion constant D ⇠ 10
�9m2

s the

system will reach an equilibrium gradient of concentration within the aggregate in a time t ⇠ 10
�3s

Exercise set 6

Problem 1

We consider the problem of virus (MS2) inactivation by disinfectant (peracetic acid) in the

situation where the viruses are grouped in clusters. Slower inactivation was observed in the presence

of aggregates (up six times slower when compared with the inactivation of dispersed viruses). The

model we consider was published recently, for more details see: M. J. Mattle, B. Crouzy, M.
Brennecke, K. Wigginton, P. Perona, and T. Kohn. Impact of virus aggregation on inactivation
by peracetic acid and implications for other disinfectants. Environmental Science and Technology,
45(18):7710-7717, 2011.

The dynamics of disinfection was obtained performing experiments with dispersed viruses and

follows the equation:

@tcv = �k1c
a
dcv. (1)

Here cv and cd denote the concentration of virus, respectively the concentration of disinfectant.

Both are function of position and time. k1 denotes the inactivation rate and a ⇡ 0.82 the order of

the reaction, both of them are obtained from experiments without aggregation. Propagation of the

disinfectant inside the aggregates of virus follows the di↵usion-reaction equation

@tcd = Dr2cd � k2cd. (2)

Here D is the di↵usion constant and k2 denotes the rate of consumption of disinfectant (in general

di↵erent from k1). In 3D, the laplacian can be written as r2
= @2

r +
2
r@r (note that we assume

spherical symmetry so that only the radial derivative is non-zero).

Di↵usion was found in the experiment to be very fast at the scale of the aggregates. We consider

therefore that the time derivative in (2) can be neglected and that we have an equilibrium between

di↵usion and consumption of viruses. Since in the experiments the largest aggregates are of the

order of one micrometre, we have that for realistic values of the di↵usion constant D ⇠ 10
�9m2

s the

system will reach an equilibrium gradient of concentration within the aggregate in a time t ⇠ 10
�3s

(dispersion is proportional to
p
Dt) much shorter than the duration of the experiment (up to two

hours) or the time of the first measurement (⇠ 60s). Assuming that we have spherical aggregates

of radius R and that the concentration of disinfectant at the boundary of the aggregate is fixed,

the boundary conditions for equations (1) and (2) become

cv(r  R, t = 0) = c0v
@rcd(r, t)|r=0 = 0

cd(R, t) = c0d. (3)

• Verify that upon the change of variable r̃ =

q
k2
D r (2) can be rewritten in the form (recall

that we set the time derivative equals to zero)

r̃2@2
r̃ cd + 2r̃@r̃cd � r̃2cd = 0. (4)

• Verify that the solution of (4) is given by cd(r) = A+
er̃

r̃ +A�
e�r̃

r̃ .

• Find the constants A+ and A� using the boundary conditions (3).

• Using the solution for cd(r), solve equation (1).

• Is it a good strategy to use very strong disinfectants (large k1 and k2) to inactivate the viruses

in the presence of aggregates ?

Boundary conditions (model: spherical aggregates, no flux at 
the center, fixed disinfectant concentration at the boundary)

Exercise set 6
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We consider the problem of virus (MS2) inactivation by disinfectant (peracetic acid) in the

situation where the viruses are grouped in clusters. Slower inactivation was observed in the presence

of aggregates (up six times slower when compared with the inactivation of dispersed viruses). The

model we consider was published recently, for more details see: M. J. Mattle, B. Crouzy, M.
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follows the equation:
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Here cv and cd denote the concentration of virus, respectively the concentration of disinfectant.

Both are function of position and time. k1 denotes the inactivation rate and a ⇡ 0.82 the order of

the reaction, both of them are obtained from experiments without aggregation. Propagation of the

disinfectant inside the aggregates of virus follows the di↵usion-reaction equation

@tcd = Dr2cd � k2cd. (2)

Here D is the di↵usion constant and k2 denotes the rate of consumption of disinfectant (in general

di↵erent from k1). In 3D, the laplacian can be written as r2
= @2

r +
2
r@r (note that we assume

spherical symmetry so that only the radial derivative is non-zero).

Di↵usion was found in the experiment to be very fast at the scale of the aggregates. We consider

therefore that the time derivative in (2) can be neglected and that we have an equilibrium between

di↵usion and consumption of viruses. Since in the experiments the largest aggregates are of the

order of one micrometre, we have that for realistic values of the di↵usion constant D ⇠ 10
�9m2

s the

system will reach an equilibrium gradient of concentration within the aggregate in a time t ⇠ 10
�3s

Disinfection, known from experiments with dispersed 
viruses (“slave equation”)

Diffusion-Consumption of disinfection in the aggregates (“master 
equation”)

Spherical aggregates (Radius R)

change to spherical coordinates, symmetric aggregates
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’ INTRODUCTION

Virus removal and inactivation present a major challenge for
drinking water treatment. Due to their small size (18!120 nm
diameter) and relative resistance to common disinfectants,
viruses can penetrate traditional water treatment systems.1 To
meet the drinking water treatment goals defined by the U.S.
Environmental Protection Agency, 4 log10 (or 99.99%) of enteric
viruses must be removed or inactivated during the production of
drinking water from surface waters or groundwater under direct
influence of surface water. This can be achieved by either
combining disinfection with filtration, or by disinfection alone.2

The efficiency of water disinfection cannot be measured in
real-time due to the fact that infective virus titer measurements
can take several days for some human viruses and are not
available for others. Consequently, the applied disinfectant doses
are typically based on inactivation data reported in the literature.
Inactivation studies are usually performed using a population of
dispersed viruses; however, viruses in wastewater and surface
waters are often present as aggregates.3,4 For example,Hejkal et al.5

reported that ultrasonication of fecal particles lead to an increase
in virus titer, thus indicating the presence of aggregated or

particle-associated viruses. Aggregates of viruses enveloped by
cell debris have also been reported.6

Berg et al.7 first proposed that viral aggregation could cause a
decrease in inactivation rates. Several later studies showed
important differences in inactivation kinetics between dispersed
and aggregated viruseswhen treatedwith chemical disinfectants.3,8!10

Each of these studies reported a tailing-off of the inactivation
curve, which was rationalized by the presence and protective
effect of aggregates. In contrast, in at least two studies consistent
first-order inactivation kinetics were observed for aggregated
viruses.3,11 Cell-associated viruses, which have similar disinfec-
tion kinetics as viruses derived from feces,12 also showed slower
inactivation kinetics than dispersed viruses and occasionally ex-
hibited the tailing-off effect.13,14 No conclusive explanation could
be given for this behavior, however, as the reduction could be due to
viral aggregation, protection by the cellular structure, or both.
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ABSTRACT: Viruses in wastewater and natural environments
are often present as aggregates. The disinfectant dose required
for their inactivation, however, is typically determined with
dispersed viruses. This study investigates how aggregation
affects virus inactivation by chemical disinfectants. Bacterioph-
age MS2 was aggregated by lowering the solution pH, and
aggregates were inactivated by peracetic acid (PAA). Aggregates
were redispersed before enumeration to obtain the residual
number of individual infectious viruses. In contrast to enumerating whole aggregates, this approach allowed an assessment of
disinfection efficiency which remains applicable even if the aggregates disperse in post-treatment environments. Inactivation kinetics
were determined as a function of aggregate size (dispersed, 0.55 and 0.90 μm radius) and PAA concentration (5!103 mg/L).
Aggregation reduced the apparent inactivation rate constants 2!6 fold. The larger the aggregate and the higher the PAA
concentration, the more pronounced the inhibitory effect of aggregation on disinfection. A reaction-diffusion based model was
developed to interpret the experimental results, and to predict inactivation rates for additional aggregate sizes and disinfectants. The
model showed that the inhibitory effect of aggregation arises from consumption of the disinfectant within the aggregate, but that
diffusion of the disinfectant into the aggregates is not a rate-limiting factor. Aggregation therefore has a large inhibitory effect if highly
reactive disinfectants are used, whereas inactivation by mild disinfectants is less affected. Our results suggest that mild disinfectants
should be used for the treatment of water containing viral aggregates.

Model for aggregate disinfection

For realistic values of               D ⇠ 10�9m
2

s
t ⇠ 10�3minthe disinfectant would reach the center in

.

Consumption of disinfectant however results in lower disinfectant concentrations towards the 
center of aggregates (steady state, equilibrium between diffusion flux and consumption).

Solution of the equations, see paper on Moodle.



Conclusion on virus disinfection

Stronger disinfectants lead on one hand to a faster local disinfection (increased k1) but on the 
other hand also to the disinfectant being consumed faster (increased k2). As a result, depending 
on the aggregate size, stronger disinfectants can lead to a slower disinfection. 

7715 dx.doi.org/10.1021/es201633s |Environ. Sci. Technol. 2011, 45, 7710–7717
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measurement was taken (1min). This simplification is still valid if
the diffusion constant is reduced by a factor 105 (this factor
would apply if the pores were reduced by aggregation to a
diameter of 0.6 nm39). In other words, the characteristic time
scale for virus inactivation is not related to the time of disinfectant
penetration. Viruses within an aggregate are thus subject to a
disinfectant concentration that is constant in time, but depen-
dent on the position within the aggregate (Figure 4, insets). We
can therefore safely neglect the time derivative in the master eq 4
and compute the equilibrium concentration of disinfectant with-
in the aggregate cd(r). As a result, we obtain

cdðrÞ ¼ c0d
I0ð

ffiffiffiffiffiffiffiffiffiffiffiffi
k2r=D

p
Þ

I0ð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
k2R=D

p
Þ

ð7Þ

where I0 is the modified Bessel function.
43 We want to stress that

the simplification is consistent with solving the full master-slave
system 3, 4 and inserting realistic values for the diffusion
coefficient and the size of the aggregates. The infective virus
concentration cv(r,t) is then obtained solving the slave eq 3 using
the solution 7 as input for the right-hand side

cvðr, tÞ
c0v

¼ e
$k1 c0d

I0ð
ffiffiffiffiffiffiffi
k2 r=D

p
Þ

I0ð
ffiffiffiffiffiffiffi
k2R=D

p
Þ

" #R

t
ð8Þ

In the framework of our model, the slower inactivation rate
results from the negative gradient of PAA concentration (see
eq 7) toward the center of the aggregates (r= 0), which allows the
innermost viruses to survive longer than in a dispersed state.
Finally, in order to make a comparison with the experimental

data we have to compute the average concentration of infective
viruses within the aggregate (cv(t))

cv ðtÞ ¼ 3
R3

Z R

0
r2cvðr, tÞdr ð9Þ

since our experimental system only allowed us to measure
average virus concentrations. Using this equation, we fitted the

experimental data for various aggregate sizes R and disinfectant
concentrations cd

0. The only unknown parameter we needed to
tune was the ratio between the rate constant k2 and the diffusion
coefficient D. We found that the best agreement with the data
from the experiments at pH 3.0 and 3.6 was obtained using the
same value, (k2/D)

1/2 = 5.3 μm$1.
Nearly all modeled values were within the confidence intervals

of the kapp determined experimentally (Supporting Information
Figure S3). The R2 value was considerably higher for the
experimental set at pH 3.6 (0.98) than at pH 3.0 (0.81). The
difficulty to measure the low kapp at pH 3.0 together with the
observation of a more marked deviation from the idealized
spherical shape for larger aggregates may explain the poorer
agreement for pH 3.0. Deviations from the spherical shape will
result in shorter paths from the boundary of an aggregate to its
center. As a result, the effective radius (regarding the penetration
of disinfectant) will deviate from the one measured by DLS.
In the model we implicitly made the assumption that viruses

consume or adsorb disinfectant at the same rate over the whole
duration of the experiment (k2 is independent of t): the process
hence continues at the same rate even after a large fraction of
viruses is inactivated. This assumption is based on the fact that
inactivated viruses still contain moieties that can be oxidized. A
reduction in k2 would reduce (k2/D)

1/2

over time and cause an
acceleration of disinfection. The observed close adherence to
pseudo-first-order inactivation kinetics of aggregated viruses suggests
that changes in (k2/D)

1/2 can be safely neglected in our system.
Prediction of Inactivation Behavior for Other Aggregate

Sizes, PAA Concentrations and Different Disinfectants. As
discussed above, aggregation modifies the concentration of
disinfectant within the aggregates via consumption by or adsorp-
tion to the virus, and hence lowers the inactivation rates. Our
model was employed to determine the variation of kapp as a
function of the average aggregate radius R for various disinfectant
concentrations cd

0 (Supporting Information, Figure S4). It was
found that kapp is only affected by aggregates with R > 0.2 μm.
Furthermore, as also shown by our experimental data (Figure 3),
the increase in disinfection efficiency from larger PAA concen-
trations is less pronounced in the presence of aggregates. The
relation kapp! (cd

0)R (eq 2) valid for viruses in the dispersed form
has to be replaced by a local relation when aggregates are present,
kapp(r)! cd(r)

R. The resulting kapp increases more slowly with cd
0

due to the presence of an area in the vicinity of the core of the
aggregates that is less affected by the increase of disinfectant.
The concentration profile cd(r) within an aggregate can in turn

lead to counterintuitive effects when comparing disinfectants: we
find that a disinfectant can be stronger when applied to dispersed
viruses but less effective in the presence of aggregates due to its
high reactivity (large k1 and k2). This is illustrated in Figure 4
where we compare the effect of proportionally changing both
values for k1 and k2 from their value for PAA by a factor β. For
simplicity we consider that the reaction order of the disinfectant
does not change (R = 0.82). The most reactive disinfectant (blue
curve, β = 2) has the smallest kapp as soon as significant
aggregation takes place (>0.3 μm). The insets in Figure 4 show
that the decrease of disinfectant concentration from the bound-
ary of the aggregates is much faster formore reactive disinfectants
and explain the decrease in the inactivation rate. Figure 4 is based
on relatively small changes in k1 and k2; however, in reality they
vary by several orders of magnitude. For example, Shang et al.44

found k1 values of 61.8 and 0.00636 min$1
3 L/mg for the

disinfection of MS2 by chlorine and chloramines, respectively.

Figure 4. Model results obtained by changing k1 and k2 by a factor
β (β = 2.0 (blue dash), β = 1.5 (green dash dot), β = 1.0 (light blue line),
β = 0.75 (orange dots), β = 0.5 (red dash two dots)) and reported as kapp
versus aggregate radius. The insets represent the disinfectant gradients
within the aggregate of β = 2.0 (blue line), R = 0.5 μm and β = 0.5
(red line), R = 0.8 μm. Initial model parameters corresponded to those
determined experimentally at pH 3.0 and 100 mg/L PAA.

Red to blue: stronger disinfectants


