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Recap from previous class
! Graphs are flexible tools to model the data domain


! Going beyond graph structure:

- Jointly consider domain (i.e., graph) and data (i.e., graph signals) that live in 

that domain


! Useful information can be extracted by generalizing classical 
signal processing tools to the graph domain 
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How to extract information from graph 
data: A summary so far
✓ Hand-crafted features: Capture some structural properties of the graph, 

followed by some statistics (signatures)


✓ Graph kernel methods: Design similarity functions in an embedding space


✓ Spectral features: Capture the graph properties through spectral graph 
theory, graph signal processing  


! Learned features: Learn graph features directly from data by designing 
models based on meaningful assumptions

✓ Unsupervised embeddings: Learn features based on different ways of 

preserving information from the original graph (without node attributes)

➡ Graph neural network features: Learn features from the data using a 

well-designed family of neural networks (with node attributes)
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Model-driven

Data-driven



! A different way of obtaining ‘deeper’ embeddings inspired by deep 
learning 


! They generalize to graphs with node attributes

Today: Graph neural networks (GNNs)
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Graph neural networks Actionable 
knowledge

YX,G f(X,G)

e.g., node/graph classification,

signal inpainting/denoising



GNNs: A growing trend 
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Outline
! From CNNs to GNNs


! Key building blocks of GNNs


- Graph convolution

• A spectral approach 

• A spatial approach


- Local and global pooling

- Loss functions
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Computing embeddings from graphs 
with node attributes
! A naive approach: 

- Embed graph and node attributes into a Euclidean space

- Feed them into a deep neural net (e.g., MLP)


! Issues with that:

- Computationally expensive  

- Not applicable to graphs of different sizes

- Not invariant to node ordering: if we reorder nodes the representations will be different
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Can we do better? Yes! 

Graph with node 
attributes Predicted labels Node embedding

…… +

Node attributes



Good priors are key to learning
! We build intuition from classical deep learning algorithms

! CNNs exploit structure in the images
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Translation invariance Composability



CNNs: Translation invariance 
! We leverage spatial information in an image with convolution 

! It is achieved by learning a set of convolution filters/kernels, which 

are applied to an image to identify similar patterns 
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CNNs: Composability 
! Aggregate local filters by pooling meaningful pixels to identify 

bigger patterns 
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CNN architecture: Illustrative example
! CNNs hierarchically aggregate (through convolution) and pool 

(i.e., subsample) images along pixel-grid

12

Network Machine Learning - EE452

Dr Dorina Thanou 


Prof. Pascal Frossard

https://en.wikipedia.org/wiki/File:Typical_cnn.png

https://en.wikipedia.org/wiki/File:Typical_cnn.png
https://en.wikipedia.org/wiki/File:Typical_cnn.png


How can we extend CNNs on graphs?
! Desirable properties


- Convolution: how to achieve translation invariance


- Localization: what is the notion of locality


- Graph pooling: how to downsample on graphs


- Efficiency: how to keep the computational complexity low 


- Generalization: how to build models that generalize to unseen graphs
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Permutation Invariance
! Graph structure is independent of the labelling of the nodes or 

from how we choose to draw them


! Graph and node representations should be permutation invariant  

- Graph representations should be invariant to the order of the nodes 

- Similar intuition to translation invariance on images
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Permutation Equivariance
! Graph structure is independent of the labelling of the nodes or 

from how we choose to draw them


! Node representations should be permutation equivariant  

- If we permute the nodes of the graph, the nodes’ output should be permuted in 

the same way 
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Pf(X,W )



Permutation Equivariance
! Graph structure is independent of the labelling of the nodes or 

from how we choose to draw them


! Node representations should be permutation equivariant  

- If we permute the nodes of the graph, the nodes’ output should be permuted in 

the same way 
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<latexit sha1_base64="6OJiYEtmrviGjRCR+tpl+xfcKp0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4jNG2hjWWz3bRLN7thdyOU0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmRSln2rjut1NaW9/Y3CpvV3Z29/YPqodHLS0zRWhAJJeqE2FNORM0MMxw2kkVxUnEaTsa38389hNVmknRNJOUhgkeChYzgo2VAr/tPzb71Zpbd+dAq8QrSA0K+P3qV28gSZZQYQjHWnc9NzVhjpVhhNNppZdpmmIyxkPatVTghOownx87RWdWGaBYKlvCoLn6eyLHidaTJLKdCTYjvezNxP+8bmbimzBnIs0MFWSxKM44MhLNPkcDpigxfGIJJorZWxEZYYWJsflUbAje8surpHVR967q7sNlrXFbxFGGEziFc/DgGhpwDz4EQIDBM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AUomjlA=</latexit>

PWPT
<latexit sha1_base64="DAGPoThKTL4fC4TqZkOhnLAvSg0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0nEot4KXjxWsR/QhrLZTtqlm03Y3Qgl9B948aCIV/+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzSRBP6JDyUPOqLHSQ6PTL1fcqjsHWSVeTiqQo9Evf/UGMUsjlIYJqnXXcxPjZ1QZzgROS71UY0LZmA6xa6mkEWo/m186JWdWGZAwVrakIXP190RGI60nUWA7I2pGetmbif953dSE137GZZIalGyxKEwFMTGZvU0GXCEzYmIJZYrbWwkbUUWZseGUbAje8surpHVR9WpV9/6yUr/J4yjCCZzCOXhwBXW4gwY0gUEIz/AKb87YeXHenY9Fa8HJZ47hD5zPH1LZjTE=</latexit>

PX
<latexit sha1_base64="Cy6xRwCnOOofFOAWoY2nbI3lTGA=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJUkJKIot4KXjxWsE2hDWWznbRLN5uwuxFK6Y/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlRwbVz321lZXVvf2CxsFbd3dvf2SweHTZ1kimGDJSJRrZBqFFxiw3AjsJUqpHEo0A+Hd1Pff0KleSIfzSjFIKZ9ySPOqLGSX48qrXP/rFsqu1V3BrJMvJyUIUe9W/rq9BKWxSgNE1TrtuemJhhTZTgTOCl2Mo0pZUPax7alksaog/Hs3Ak5tUqPRImyJQ2Zqb8nxjTWehSHtjOmZqAXvan4n9fOTHQTjLlMM4OSzRdFmSAmIdPfSY8rZEaMLKFMcXsrYQOqKDM2oaINwVt8eZk0L6reVdV9uCzXbvM4CnAMJ1ABD66hBvdQhwYwGMIzvMKbkzovzrvzMW9dcfKZI/gD5/MH7VaOnQ==</latexit>

Pf(X,W )

<latexit sha1_base64="c85GEQg6r1s7zIciB7ULhcghDGM=">AAAB/nicbVDLSgNBEOz1GeNrVTx5GQxCAiHsiqIehIgXjyvksZDEMDuZTYbMPpiZFcIS8Fe8eFDEq9/hzb9xkuxBEwsaiqpuuru8mDOpLOvbWFpeWV1bz23kN7e2d3bNvf2GjBJBaJ1EPBKuhyXlLKR1xRSnbiwoDjxOm97wduI3H6mQLAprahTTToD7IfMZwUpLXfPQLzpu2Wk6D7USukaOX3TLN6WuWbAq1hRokdgZKUAGp2t+tXsRSQIaKsKxlC3bilUnxUIxwuk4304kjTEZ4j5taRrigMpOOj1/jE600kN+JHSFCk3V3xMpDqQcBZ7uDLAayHlvIv7ntRLlX3ZSFsaJoiGZLfITjlSEJlmgHhOUKD7SBBPB9K2IDLDAROnE8joEe/7lRdI4rdjnFev+rFC9yuLIwREcQxFsuIAq3IEDdSCQwjO8wpvxZLwY78bHrHXJyGYO4A+Mzx8XKJL1</latexit>

f(PX,PWPT ) = Pf(X,A) P: permutation matrix 



GNN model: schematic overview 
! Applicable to most state-of-the-art architectures


! We can construct permutation equivariant functions by applying 
permutation invariant functions on local neighbourhoods of the graph 
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Graph and node attributes 

GNN blocks 

(graph convolution, pooling, nonlinearity)

Transformed graph 

(node/edge embeddings)

Classification layer

Prediction

(node, edge, graph level)

<latexit sha1_base64="FV7uwz6z2ZwZt3qy/rA39CJ2XTU=">AAAB9XicbVDLSgMxFL2pr1pfVZdugkVwIWVGFF1JwYUuK9gHtGPJpJk2NJMZkoxShv6HGxeKuPVf3Pk3ZtpZaOuBwOGce7knx48F18ZxvlFhaXllda24XtrY3NreKe/uNXWUKMoaNBKRavtEM8ElaxhuBGvHipHQF6zlj64zv/XIlOaRvDfjmHkhGUgecEqMlR66ITFDSkR6MznB7V654lSdKfAicXNSgRz1Xvmr249oEjJpqCBad1wnNl5KlOFUsEmpm2gWEzoiA9axVJKQaS+dpp7gI6v0cRAp+6TBU/X3RkpCrcehbyezlHrey8T/vE5igksv5TJODJN0dihIBDYRzirAfa4YNWJsCaGK26yYDoki1NiiSrYEd/7Li6R5WnXPq87dWaV2lddRhAM4hGNw4QJqcAt1aAAFBc/wCm/oCb2gd/QxGy2gfGcf/gB9/gDu7pIf</latexit>

G, X
<latexit sha1_base64="sxPkKtc+h007OBT7dPiQk/VZs3w=">AAAB+nicbVDLSsNAFL2pr1pfqS7dDBbRhZREFF24KLiwywr2AW0sk+mkHTp5MDNRSsynuHGhiFu/xJ1/46TNQlsPDBzOuZd75rgRZ1JZ1rdRWFpeWV0rrpc2Nre2d8zybkuGsSC0SUIeio6LJeUsoE3FFKedSFDsu5y23fF15rcfqJAsDO7UJKKOj4cB8xjBSkt9s9zzsRoRzJOb9D45Sk/qfbNiVa0p0CKxc1KBHI2++dUbhCT2aaAIx1J2bStSToKFYoTTtNSLJY0wGeMh7WoaYJ9KJ5lGT9GhVgbIC4V+gUJT9fdGgn0pJ76rJ7Ogct7LxP+8bqy8SydhQRQrGpDZIS/mSIUo6wENmKBE8YkmmAimsyIywgITpdsq6RLs+S8vktZp1T6vWrdnldpVXkcR9uEAjsGGC6hBHRrQBAKP8Ayv8GY8GS/Gu/ExGy0Y+c4e/IHx+QPgbJO5</latexit>

G
0
, H

<latexit sha1_base64="/ok5W41dej1M/dX18EhEFvEDreU=">AAAB6HicbVA9SwNBEJ3zM8avqKXNYhCswp0oWlgEbCwTMB+SHGFvM5es2ds7dveEcOQX2FgoYutPsvPfuEmu0MQHA4/3ZpiZFySCa+O6387K6tr6xmZhq7i9s7u3Xzo4bOo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDv1W0+oNI/lvRkn6Ed0IHnIGTVWqj/0SmW34s5AlomXkzLkqPVKX91+zNIIpWGCat3x3MT4GVWGM4GTYjfVmFA2ogPsWCpphNrPZodOyKlV+iSMlS1pyEz9PZHRSOtxFNjOiJqhXvSm4n9eJzXhtZ9xmaQGJZsvClNBTEymX5M+V8iMGFtCmeL2VsKGVFFmbDZFG4K3+PIyaZ5XvMuKW78oV2/yOApwDCdwBh5cQRXuoAYNYIDwDK/w5jw6L8678zFvXXHymSP4A+fzB7bBjNs=</latexit>

Y



Outline
! From CNNs to GNNs


! Key building blocks of GNNs

- Graph convolution


• A spectral approach 

• A spatial approach


- Local and global pooling

- Loss functions

17
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Towards a convolution on graphs:

A spectral viewpoint
! Key intuition: Convolution in the vertex domain is equivalent to multiplication in 

the spectral domain

! Recall that: The graph Fourier transform of a graph signal     is defined using the 

eigenvectors and the eigenvalues of the Laplacian matrix (                    )

! We define convolution on graphs starting from the multiplication in the GFT 

domain


How can we interpret graph convolution?

18
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Classical convolution Convolution on graphs

<latexit sha1_base64="h/4nbm94XgT+cOAEQCPysYHKkgo=">AAACIHicbVDLSgMxFM34rPVVdekmWISpYJkRRRcKBTcuK9gHdGrJpJkazGSG5I50GPopbvwVNy4U0Z1+jWk7C18Hkns4516Se/xYcA2O82HNzM7NLywWlorLK6tr66WNzaaOEkVZg0YiUm2faCa4ZA3gIFg7VoyEvmAt//Z87LfumNI8kleQxqwbkoHkAacEjNQrHdvDvUHFhgo+wx6X0Mv2TQkgHV1nORnasO8BSSoDe1L647tXKjtVZwL8l7g5KaMc9V7p3etHNAmZBCqI1h3XiaGbEQWcCjYqeolmMaG3ZMA6hkoSMt3NJguO8K5R+jiIlDkS8ET9PpGRUOs09E1nSOBG//bG4n9eJ4HgpJtxGSfAJJ0+FCQCQ4THaeE+V4yCSA0hVHHzV0xviCIUTKZFE4L7e+W/pHlQdY+qzuVhuXaax1FA22gH2chFx6iGLlAdNRBF9+gRPaMX68F6sl6tt2nrjJXPbKEfsD6/ADnSonA=</latexit>

(x ⇤ g)(t) =
Z 1

�1
x(t� ⌧)g(⌧)d⌧

<latexit sha1_base64="Vre9cF2P9W3RntK/RNIQqzZlLmY=">AAACJnicbZBNSwMxEIazflu/qh69BItQPZRdUfSgIHjxqGBboVtKNjvdBrObJZnVlqW/xot/xYsHRcSbP8W0lqLVFwIvz8wwmTdIpTDouh/O1PTM7Nz8wmJhaXllda24vlEzKtMcqlxJpW8CZkCKBKooUMJNqoHFgYR6cHs+qNfvQBuhkmvspdCMWZSItuAMLWoVT/17EUKHYV7u7kW7/bKvYojYLj2l/oB2x8TnocIhi8asVSy5FXco+td4I1MiI122ii9+qHgWQ4JcMmManptiM2caBZfQL/iZgZTxWxZBw9qExWCa+fDMPt2xJKRtpe1LkA7pz4mcxcb04sB2xgw7ZrI2gP/VGhm2j5u5SNIMIeHfi9qZpKjoIDMaCg0cZc8axrWwf6W8wzTjaJMt2BC8yZP/mtp+xTusuFcHpbOTURwLZItskzLxyBE5IxfkklQJJw/kibyQV+fReXbenPfv1ilnNLNJfsn5/AKnu6VF</latexit>

\(x ⇤ g)(!) = x̂(!) · ĝ(!)
<latexit sha1_base64="Ibbo5dSZxRFVep7yjxwrFZ0pni4=">AAACLnicbVDLSsNAFJ3UV62vqks3g0VIXZREFF0oFERwWaEvaGKZTKbp0MmDmYm2hHyRG39FF4KKuPUznLRFtPXAwOGcc7lzjxMxKqRhvGq5hcWl5ZX8amFtfWNzq7i90xRhzDFp4JCFvO0gQRgNSENSyUg74gT5DiMtZ3CZ+a07wgUNg7ocRcT2kRfQHsVIKqlbvLLuqUv6SCb68NArp7rF1LCLyvACWg71dN3CfXpbh8MytDDl2MqyXpp55Z9wt1gyKsYYcJ6YU1ICU9S6xWfLDXHsk0BihoTomEYk7QRxSTEjacGKBYkQHiCPdBQNkE+EnYzPTeGBUlzYC7l6gYRj9fdEgnwhRr6jkj6SfTHrZeJ/XieWvTM7oUEUSxLgyaJezKAMYdYddCknWLKRIghzqv4KcR9xhKVquKBKMGdPnifNo4p5UjFujkvV82kdebAH9oEOTHAKquAa1EADYPAAnsAbeNcetRftQ/ucRHPadGYX/IH29Q3gUac1</latexit>

\(x ⇤ g)(�) =
�
(�Tx) � ĝ

�
(�)

FT

GFT

IGFT

<latexit sha1_base64="Nsu0rk97piIt9HundhcqxaZoep4=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF48t2A9oQ9lsJ+3azSbsbsQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dlZW19Y3Ngtbxe2d3b390sFhU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj26nfekSleSzvzThBP6IDyUPOqLFS/alXKrsVdwayTLyclCFHrVf66vZjlkYoDRNU647nJsbPqDKcCZwUu6nGhLIRHWDHUkkj1H42O3RCTq3SJ2GsbElDZurviYxGWo+jwHZG1Az1ojcV//M6qQmv/YzLJDUo2XxRmApiYjL9mvS5QmbE2BLKFLe3EjakijJjsynaELzFl5dJ87ziXVbc+kW5epPHUYBjOIEz8OAKqnAHNWgAA4RneIU358F5cd6dj3nripPPHMEfOJ8/5leM/A==</latexit>x

<latexit sha1_base64="HohOUz6VFQjsUbiM9hFbM3/5/ls=">AAACGnicbVDLSsNAFJ34rPUVdelmsAiti5KIoguFghsXXVToC5pYJpNJOnTyYGYiLaHf4cZfceNCEXfixr9x0mahrQcGDufcw517nJhRIQ3jW1taXlldWy9sFDe3tnd29b39togSjkkLRyziXQcJwmhIWpJKRroxJyhwGOk4w5vM7zwQLmgUNuU4JnaA/JB6FCOppL5ujk58eA0tPKDQGiCZ+pOyVVd5F1Uy8b4JR5mfW/XKqK+XjKoxBVwkZk5KIEejr39aboSTgIQSMyREzzRiaaeIS4oZmRStRJAY4SHySU/REAVE2On0tAk8VooLvYirF0o4VX8nUhQIMQ4cNRkgORDzXib+5/US6V3aKQ3jRJIQzxZ5CYMygllP0KWcYMnGiiDMqforxAPEEZaqzaIqwZw/eZG0T6vmedW4OyvVrvI6CuAQHIEyMMEFqIFb0AAtgMEjeAav4E170l60d+1jNrqk5ZkD8Afa1w8rc58T</latexit>

x ⇤ g = �ĝ(⇤)�Tx = ĝ(L)x

<latexit sha1_base64="cCtbzLcxZf0K9h3dHdg2SfVU4sE=">AAACAHicbVC7SgNBFL3rM8bXqoWFzWAQrMKuKNooARuLFBHyguwaZmdnkyGzD2ZmhbCk8VdsLBSx9TPs/Bsnmy008cDA4Zx7uHOPl3AmlWV9G0vLK6tr66WN8ubW9s6uubfflnEqCG2RmMei62FJOYtoSzHFaTcRFIcepx1vdDv1O49USBZHTTVOqBviQcQCRrDSUt88rKNr5JAhc+o65OOcPzRR36xYVSsHWiR2QSpQoNE3vxw/JmlII0U4lrJnW4lyMywUI5xOyk4qaYLJCA9oT9MIh1S6WX7ABJ1oxUdBLPSLFMrV34kMh1KOQ09PhlgN5bw3Ff/zeqkKrtyMRUmqaERmi4KUIxWjaRvIZ4ISxceaYCKY/isiQywwUbqzsi7Bnj95kbTPqvZF1bo/r9RuijpKcATHcAo2XEIN7qABLSAwgWd4hTfjyXgx3o2P2eiSUWQO4A+Mzx94qpUJ</latexit>

L = �⇤�T



Reminder: Graph spectral filtering
! It is defined in direct analogy with classical filtering in the 

frequency domain

- Filtering a graph signal    with a spectral filter         is performed in the graph 

Fourier domain  
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<latexit sha1_base64="a8r1iIHVbQ4g8L4cqOGkoE3yspc=">AAAB6HicbVA9SwNBEJ3zM8avqKXNYhCswp0oWlgEbCwTMB+QHGFvM5es2ds7dvfEcOQX2FgoYutPsvPfuEmu0MQHA4/3ZpiZFySCa+O6387K6tr6xmZhq7i9s7u3Xzo4bOo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDv1W4+oNI/lvRkn6Ed0IHnIGTVWqj/1SmW34s5AlomXkzLkqPVKX91+zNIIpWGCat3x3MT4GVWGM4GTYjfVmFA2ogPsWCpphNrPZodOyKlV+iSMlS1pyEz9PZHRSOtxFNjOiJqhXvSm4n9eJzXhtZ9xmaQGJZsvClNBTEymX5M+V8iMGFtCmeL2VsKGVFFmbDZFG4K3+PIyaZ5XvMuKW78oV2/yOApwDCdwBh5cQRXuoAYNYIDwDK/w5jw4L8678zFvXXHymSP4A+fzB+W9jPo=</latexit>x

ĝ(⇤) IGFT
<latexit sha1_base64="UppGZ125ucyblzCcuR2Nt8tkWZo=">AAACBHicbVC7TsMwFHV4lvIKMHaxqJDKUiUIBANDJRYGhiL1JTWhchynseo4ke0gqqgDC7/CwgBCrHwEG3+D02aAliNZOjrnHl3f4yWMSmVZ38bS8srq2nppo7y5tb2za+7td2ScCkzaOGax6HlIEkY5aSuqGOklgqDIY6Trja5yv3tPhKQxb6lxQtwIDTkNKEZKSwOz4uCQOiFS2XBSc2500EfHuXbXehiYVatuTQEXiV2QKijQHJhfjh/jNCJcYYak7NtWotwMCUUxI5Oyk0qSIDxCQ9LXlKOISDebHjGBR1rxYRAL/biCU/V3IkORlOPI05MRUqGc93LxP6+fquDCzShPUkU4ni0KUgZVDPNGoE8FwYqNNUFYUP1XiEMkEFa6t7IuwZ4/eZF0Tur2Wd26Pa02Los6SqACDkEN2OAcNMA1aII2wOARPINX8GY8GS/Gu/ExG10yiswB+APj8wdiu5fn</latexit>

�ĝ(⇤)�Tx

` ` `

Shuman et al., “The emerging field of signal processing on graphs”, IEEE Signal Process. Mag., 2013

ĝ(·)

Convolution on graphs is equivalent to filtering! 

<latexit sha1_base64="nlOYUdOcLB+k6EYW3cewfF0yWss=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4Koko9ljw4rEF+wFtKJvtpF272YTdjVhCf4EXD4p49Sd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8O/Pbj6g0j+W9mSToR3QoecgZNVZqPPVLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NWHVz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m6INwVt+eZW0LivedcVtXJVr1TyOApzCGVyABzdQgzuoQxMYIDzDK7w5D86L8+58LFrXnHzmBP7A+fwB5ImM9g==</latexit>x

GFT
<latexit sha1_base64="VCH3LEWnCW+82gQ0HVZ4XDfkrOw=">AAAB7nicbVA9SwNBEJ3zM8avqKXNYhCswp0oWlgEbCwj5AuSM+xt9pIle3vH7pwYjvwIGwtFbP09dv4bN8kVmvhg4PHeDDPzgkQKg6777aysrq1vbBa2its7u3v7pYPDpolTzXiDxTLW7YAaLoXiDRQoeTvRnEaB5K1gdDv1W49cGxGrOo4T7kd0oEQoGEUrtbpsKB7qT71S2a24M5Bl4uWkDDlqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m507IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbz2M6GSFLli80VhKgnGZPo76QvNGcqxJZRpYW8lbEg1ZWgTKtoQvMWXl0nzvOJdVtz7i3L1Jo+jAMdwAmfgwRVU4Q5q0AAGI3iGV3hzEufFeXc+5q0rTj5zBH/gfP4AN4iPeA==</latexit>

�Tx
<latexit sha1_base64="BoMFWV2nukY/0IA4hfEfObqv7cc=">AAACAHicbVC7TsMwFHXKq5RXgIGBxaJCKkuVIBAMDJVYGBiK1JfUhMpxnMaq40S2g6iiLPwKCwMIsfIZbPwNbpsBWo5k6eice3R9j5cwKpVlfRulpeWV1bXyemVjc2t7x9zd68g4FZi0ccxi0fOQJIxy0lZUMdJLBEGRx0jXG11P/O4DEZLGvKXGCXEjNOQ0oBgpLQ3MAydEKhvmNedWh3x04uCQ3rceB2bVqltTwEViF6QKCjQH5pfjxziNCFeYISn7tpUoN0NCUcxIXnFSSRKER2hI+ppyFBHpZtMDcnisFR8GsdCPKzhVfycyFEk5jjw9GSEVynlvIv7n9VMVXLoZ5UmqCMezRUHKoIrhpA3oU0GwYmNNEBZU/xXiEAmEle6sokuw509eJJ3Tun1et+7Oqo2roo4yOARHoAZscAEa4AY0QRtgkINn8ArejCfjxXg3PmajJaPI7IM/MD5/AElUli8=</latexit>

ĝ(⇤)�Tx

<latexit sha1_base64="HohOUz6VFQjsUbiM9hFbM3/5/ls=">AAACGnicbVDLSsNAFJ34rPUVdelmsAiti5KIoguFghsXXVToC5pYJpNJOnTyYGYiLaHf4cZfceNCEXfixr9x0mahrQcGDufcw517nJhRIQ3jW1taXlldWy9sFDe3tnd29b39togSjkkLRyziXQcJwmhIWpJKRroxJyhwGOk4w5vM7zwQLmgUNuU4JnaA/JB6FCOppL5ujk58eA0tPKDQGiCZ+pOyVVd5F1Uy8b4JR5mfW/XKqK+XjKoxBVwkZk5KIEejr39aboSTgIQSMyREzzRiaaeIS4oZmRStRJAY4SHySU/REAVE2On0tAk8VooLvYirF0o4VX8nUhQIMQ4cNRkgORDzXib+5/US6V3aKQ3jRJIQzxZ5CYMygllP0KWcYMnGiiDMqforxAPEEZaqzaIqwZw/eZG0T6vmedW4OyvVrvI6CuAQHIEyMMEFqIFb0AAtgMEjeAav4E170l60d+1jNrqk5ZkD8Afa1w8rc58T</latexit>

x ⇤ g = �ĝ(⇤)�Tx = ĝ(L)x



Is the graph convolution localized?
! In general the answer is no! 

! However, if we consider polynomial filters, the answer is yes
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<latexit sha1_base64="HohOUz6VFQjsUbiM9hFbM3/5/ls=">AAACGnicbVDLSsNAFJ34rPUVdelmsAiti5KIoguFghsXXVToC5pYJpNJOnTyYGYiLaHf4cZfceNCEXfixr9x0mahrQcGDufcw517nJhRIQ3jW1taXlldWy9sFDe3tnd29b39togSjkkLRyziXQcJwmhIWpJKRroxJyhwGOk4w5vM7zwQLmgUNuU4JnaA/JB6FCOppL5ujk58eA0tPKDQGiCZ+pOyVVd5F1Uy8b4JR5mfW/XKqK+XjKoxBVwkZk5KIEejr39aboSTgIQSMyREzzRiaaeIS4oZmRStRJAY4SHySU/REAVE2On0tAk8VooLvYirF0o4VX8nUhQIMQ4cNRkgORDzXib+5/US6V3aKQ3jRJIQzxZ5CYMygllP0KWcYMnGiiDMqforxAPEEZaqzaIqwZw/eZG0T6vmedW4OyvVrvI6CuAQHIEyMMEFqIFb0AAtgMEjeAav4E170l60d+1jNrqk5ZkD8Afa1w8rc58T</latexit>

x ⇤ g = �ĝ(⇤)�Tx = ĝ(L)x



Is the graph convolution localized?
! In general the answer is no! 

! However, if we consider polynomial filters, the answer is yes
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<latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit>

ĝ✓(L) =
KX

j=0

✓jL
j

<latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit>

Example:

<latexit sha1_base64="HohOUz6VFQjsUbiM9hFbM3/5/ls=">AAACGnicbVDLSsNAFJ34rPUVdelmsAiti5KIoguFghsXXVToC5pYJpNJOnTyYGYiLaHf4cZfceNCEXfixr9x0mahrQcGDufcw517nJhRIQ3jW1taXlldWy9sFDe3tnd29b39togSjkkLRyziXQcJwmhIWpJKRroxJyhwGOk4w5vM7zwQLmgUNuU4JnaA/JB6FCOppL5ujk58eA0tPKDQGiCZ+pOyVVd5F1Uy8b4JR5mfW/XKqK+XjKoxBVwkZk5KIEejr39aboSTgIQSMyREzzRiaaeIS4oZmRStRJAY4SHySU/REAVE2On0tAk8VooLvYirF0o4VX8nUhQIMQ4cNRkgORDzXib+5/US6V3aKQ3jRJIQzxZ5CYMygllP0KWcYMnGiiDMqforxAPEEZaqzaIqwZw/eZG0T6vmedW4OyvVrvI6CuAQHIEyMMEFqIFb0AAtgMEjeAav4E170l60d+1jNrqk5ZkD8Afa1w8rc58T</latexit>

x ⇤ g = �ĝ(⇤)�Tx = ĝ(L)x



Is the graph convolution localized?
! In general the answer is no! 

! However, if we consider polynomial filters, the answer is yes
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<latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit>

ĝ✓(L) =
KX

j=0

✓jL
j

<latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit>

Example:

!        defines the     -hop neighborhood: 
<latexit sha1_base64="aSdXv7DoCjSXx0lbSWXlpj7Yjzk=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoicJeBH0ENE8IFnD7KQ3GTI7u8zMCmHJJ3jxoIhXv8ibf+PkcdDEgoaiqpvuriARXBvX/XZyS8srq2v59cLG5tb2TnF3r67jVDGssVjEqhlQjYJLrBluBDYThTQKBDaCwdXYbzyh0jyWD2aYoB/RnuQhZ9RY6f728aZTLLlldwKySLwZKcEM1U7xq92NWRqhNExQrVuemxg/o8pwJnBUaKcaE8oGtIctSyWNUPvZ5NQRObJKl4SxsiUNmai/JzIaaT2MAtsZUdPX895Y/M9rpSa88DMuk9SgZNNFYSqIicn4b9LlCpkRQ0soU9zeSlifKsqMTadgQ/DmX14k9ZOyd1Z2705LlctZHHk4gEM4Bg/OoQLXUIUaMOjBM7zCmyOcF+fd+Zi25pzZzD78gfP5A+6ajY0=</latexit>

LK
<latexit sha1_base64="+PB+W+h7g1d6IfBq7/zTlq1j3lg=">AAACDHicbVDLSgMxFM3UV62vqks3wSK0IGVGFN1YCi4U6qKCfUA7DplMpk2byQxJplCGfoAbf8WNC0Xc+gHu/BvTx0JbDwQO55zLzT1uxKhUpvltpJaWV1bX0uuZjc2t7Z3s7l5dhrHApIZDFoqmiyRhlJOaooqRZiQIClxGGm7/auw3BkRIGvJ7NYyIHaAOpz7FSGnJyeY85zo/cOgxHDi9AixVYFuFMH/7UCk4Ce2N4CU0dcosmhPARWLNSA7MUHWyX20vxHFAuMIMSdmyzEjZCRKKYkZGmXYsSYRwH3VIS1OOAiLtZHLMCB5pxYN+KPTjCk7U3xMJCqQcBq5OBkh15bw3Fv/zWrHyL+yE8ihWhOPpIj9mUN87bgZ6VBCs2FAThAXVf4W4iwTCSveX0SVY8ycvkvpJ0TormnenuXJpVkcaHIBDkAcWOAdlcAOqoAYweATP4BW8GU/Gi/FufEyjKWM2sw/+wPj8ARMSmHI=</latexit>

dG(vi, vj) > K ! (LK)ij = 0
<latexit sha1_base64="9FrhDtJ2t/ElGEKlgl6NHEvLqJo=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF8FLC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LBzNO0I/oQPKQM2qsVL/vlcpuxZ2BLBMvJ2XIUeuVvrr9mKURSsME1brjuYnxM6oMZwInxW6qMaFsRAfYsVTSCLWfzQ6dkFOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCaz/jMkkNSjZfFKaCmJhMvyZ9rpAZMbaEMsXtrYQNqaLM2GyKNgRv8eVl0jyveJcVt35Rrt7kcRTgGE7gDDy4gircQQ0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD6IjjM8=</latexit>

K

<latexit sha1_base64="HohOUz6VFQjsUbiM9hFbM3/5/ls=">AAACGnicbVDLSsNAFJ34rPUVdelmsAiti5KIoguFghsXXVToC5pYJpNJOnTyYGYiLaHf4cZfceNCEXfixr9x0mahrQcGDufcw517nJhRIQ3jW1taXlldWy9sFDe3tnd29b39togSjkkLRyziXQcJwmhIWpJKRroxJyhwGOk4w5vM7zwQLmgUNuU4JnaA/JB6FCOppL5ujk58eA0tPKDQGiCZ+pOyVVd5F1Uy8b4JR5mfW/XKqK+XjKoxBVwkZk5KIEejr39aboSTgIQSMyREzzRiaaeIS4oZmRStRJAY4SHySU/REAVE2On0tAk8VooLvYirF0o4VX8nUhQIMQ4cNRkgORDzXib+5/US6V3aKQ3jRJIQzxZ5CYMygllP0KWcYMnGiiDMqforxAPEEZaqzaIqwZw/eZG0T6vmedW4OyvVrvI6CuAQHIEyMMEFqIFb0AAtgMEjeAav4E170l60d+1jNrqk5ZkD8Afa1w8rc58T</latexit>

x ⇤ g = �ĝ(⇤)�Tx = ĝ(L)x



Is the graph convolution localized?
! In general the answer is no! 

! However, if we consider polynomial filters, the answer is yes

20

Network Machine Learning - EE452

Dr Dorina Thanou 


Prof. Pascal Frossard
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<latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit>

ĝ✓(L) =
KX

j=0

✓jL
j

<latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit>

Example:

!        defines the     -hop neighborhood: 
<latexit sha1_base64="aSdXv7DoCjSXx0lbSWXlpj7Yjzk=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoicJeBH0ENE8IFnD7KQ3GTI7u8zMCmHJJ3jxoIhXv8ibf+PkcdDEgoaiqpvuriARXBvX/XZyS8srq2v59cLG5tb2TnF3r67jVDGssVjEqhlQjYJLrBluBDYThTQKBDaCwdXYbzyh0jyWD2aYoB/RnuQhZ9RY6f728aZTLLlldwKySLwZKcEM1U7xq92NWRqhNExQrVuemxg/o8pwJnBUaKcaE8oGtIctSyWNUPvZ5NQRObJKl4SxsiUNmai/JzIaaT2MAtsZUdPX895Y/M9rpSa88DMuk9SgZNNFYSqIicn4b9LlCpkRQ0soU9zeSlifKsqMTadgQ/DmX14k9ZOyd1Z2705LlctZHHk4gEM4Bg/OoQLXUIUaMOjBM7zCmyOcF+fd+Zi25pzZzD78gfP5A+6ajY0=</latexit>

LK
<latexit sha1_base64="+PB+W+h7g1d6IfBq7/zTlq1j3lg=">AAACDHicbVDLSgMxFM3UV62vqks3wSK0IGVGFN1YCi4U6qKCfUA7DplMpk2byQxJplCGfoAbf8WNC0Xc+gHu/BvTx0JbDwQO55zLzT1uxKhUpvltpJaWV1bX0uuZjc2t7Z3s7l5dhrHApIZDFoqmiyRhlJOaooqRZiQIClxGGm7/auw3BkRIGvJ7NYyIHaAOpz7FSGnJyeY85zo/cOgxHDi9AixVYFuFMH/7UCk4Ce2N4CU0dcosmhPARWLNSA7MUHWyX20vxHFAuMIMSdmyzEjZCRKKYkZGmXYsSYRwH3VIS1OOAiLtZHLMCB5pxYN+KPTjCk7U3xMJCqQcBq5OBkh15bw3Fv/zWrHyL+yE8ihWhOPpIj9mUN87bgZ6VBCs2FAThAXVf4W4iwTCSveX0SVY8ycvkvpJ0TormnenuXJpVkcaHIBDkAcWOAdlcAOqoAYweATP4BW8GU/Gi/FufEyjKWM2sw/+wPj8ARMSmHI=</latexit>

dG(vi, vj) > K ! (LK)ij = 0
<latexit sha1_base64="9FrhDtJ2t/ElGEKlgl6NHEvLqJo=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF8FLC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LBzNO0I/oQPKQM2qsVL/vlcpuxZ2BLBMvJ2XIUeuVvrr9mKURSsME1brjuYnxM6oMZwInxW6qMaFsRAfYsVTSCLWfzQ6dkFOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCaz/jMkkNSjZfFKaCmJhMvyZ9rpAZMbaEMsXtrYQNqaLM2GyKNgRv8eVl0jyveJcVt35Rrt7kcRTgGE7gDDy4gircQQ0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD6IjjM8=</latexit>

K

<latexit sha1_base64="HohOUz6VFQjsUbiM9hFbM3/5/ls=">AAACGnicbVDLSsNAFJ34rPUVdelmsAiti5KIoguFghsXXVToC5pYJpNJOnTyYGYiLaHf4cZfceNCEXfixr9x0mahrQcGDufcw517nJhRIQ3jW1taXlldWy9sFDe3tnd29b39togSjkkLRyziXQcJwmhIWpJKRroxJyhwGOk4w5vM7zwQLmgUNuU4JnaA/JB6FCOppL5ujk58eA0tPKDQGiCZ+pOyVVd5F1Uy8b4JR5mfW/XKqK+XjKoxBVwkZk5KIEejr39aboSTgIQSMyREzzRiaaeIS4oZmRStRJAY4SHySU/REAVE2On0tAk8VooLvYirF0o4VX8nUhQIMQ4cNRkgORDzXib+5/US6V3aKQ3jRJIQzxZ5CYMygllP0KWcYMnGiiDMqforxAPEEZaqzaIqwZw/eZG0T6vmedW4OyvVrvI6CuAQHIEyMMEFqIFb0AAtgMEjeAav4E170l60d+1jNrqk5ZkD8Afa1w8rc58T</latexit>

x ⇤ g = �ĝ(⇤)�Tx = ĝ(L)x



Is the graph convolution localized?
! In general the answer is no! 

! However, if we consider polynomial filters, the answer is yes
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<latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit>

ĝ✓(L) =
KX

j=0

✓jL
j

<latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit>

Example:

!        defines the     -hop neighborhood: 
<latexit sha1_base64="aSdXv7DoCjSXx0lbSWXlpj7Yjzk=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoicJeBH0ENE8IFnD7KQ3GTI7u8zMCmHJJ3jxoIhXv8ibf+PkcdDEgoaiqpvuriARXBvX/XZyS8srq2v59cLG5tb2TnF3r67jVDGssVjEqhlQjYJLrBluBDYThTQKBDaCwdXYbzyh0jyWD2aYoB/RnuQhZ9RY6f728aZTLLlldwKySLwZKcEM1U7xq92NWRqhNExQrVuemxg/o8pwJnBUaKcaE8oGtIctSyWNUPvZ5NQRObJKl4SxsiUNmai/JzIaaT2MAtsZUdPX895Y/M9rpSa88DMuk9SgZNNFYSqIicn4b9LlCpkRQ0soU9zeSlifKsqMTadgQ/DmX14k9ZOyd1Z2705LlctZHHk4gEM4Bg/OoQLXUIUaMOjBM7zCmyOcF+fd+Zi25pzZzD78gfP5A+6ajY0=</latexit>

LK
<latexit sha1_base64="+PB+W+h7g1d6IfBq7/zTlq1j3lg=">AAACDHicbVDLSgMxFM3UV62vqks3wSK0IGVGFN1YCi4U6qKCfUA7DplMpk2byQxJplCGfoAbf8WNC0Xc+gHu/BvTx0JbDwQO55zLzT1uxKhUpvltpJaWV1bX0uuZjc2t7Z3s7l5dhrHApIZDFoqmiyRhlJOaooqRZiQIClxGGm7/auw3BkRIGvJ7NYyIHaAOpz7FSGnJyeY85zo/cOgxHDi9AixVYFuFMH/7UCk4Ce2N4CU0dcosmhPARWLNSA7MUHWyX20vxHFAuMIMSdmyzEjZCRKKYkZGmXYsSYRwH3VIS1OOAiLtZHLMCB5pxYN+KPTjCk7U3xMJCqQcBq5OBkh15bw3Fv/zWrHyL+yE8ihWhOPpIj9mUN87bgZ6VBCs2FAThAXVf4W4iwTCSveX0SVY8ycvkvpJ0TormnenuXJpVkcaHIBDkAcWOAdlcAOqoAYweATP4BW8GU/Gi/FufEyjKWM2sw/+wPj8ARMSmHI=</latexit>

dG(vi, vj) > K ! (LK)ij = 0
<latexit sha1_base64="9FrhDtJ2t/ElGEKlgl6NHEvLqJo=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF8FLC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LBzNO0I/oQPKQM2qsVL/vlcpuxZ2BLBMvJ2XIUeuVvrr9mKURSsME1brjuYnxM6oMZwInxW6qMaFsRAfYsVTSCLWfzQ6dkFOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCaz/jMkkNSjZfFKaCmJhMvyZ9rpAZMbaEMsXtrYQNqaLM2GyKNgRv8eVl0jyveJcVt35Rrt7kcRTgGE7gDDy4gircQQ0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD6IjjM8=</latexit>

K

<latexit sha1_base64="HohOUz6VFQjsUbiM9hFbM3/5/ls=">AAACGnicbVDLSsNAFJ34rPUVdelmsAiti5KIoguFghsXXVToC5pYJpNJOnTyYGYiLaHf4cZfceNCEXfixr9x0mahrQcGDufcw517nJhRIQ3jW1taXlldWy9sFDe3tnd29b39togSjkkLRyziXQcJwmhIWpJKRroxJyhwGOk4w5vM7zwQLmgUNuU4JnaA/JB6FCOppL5ujk58eA0tPKDQGiCZ+pOyVVd5F1Uy8b4JR5mfW/XKqK+XjKoxBVwkZk5KIEejr39aboSTgIQSMyREzzRiaaeIS4oZmRStRJAY4SHySU/REAVE2On0tAk8VooLvYirF0o4VX8nUhQIMQ4cNRkgORDzXib+5/US6V3aKQ3jRJIQzxZ5CYMygllP0KWcYMnGiiDMqforxAPEEZaqzaIqwZw/eZG0T6vmedW4OyvVrvI6CuAQHIEyMMEFqIFb0AAtgMEjeAav4E170l60d+1jNrqk5ZkD8Afa1w8rc58T</latexit>

x ⇤ g = �ĝ(⇤)�Tx = ĝ(L)x



Is the graph convolution localized?
! In general the answer is no! 

! However, if we consider polynomial filters, the answer is yes
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ĝ✓(�) =
KX

j=0

✓j�
j , ✓ 2 RK+1

<latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit>

ĝ✓(L) =
KX

j=0

✓jL
j

<latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit>

Example:

!        defines the     -hop neighborhood: 
<latexit sha1_base64="aSdXv7DoCjSXx0lbSWXlpj7Yjzk=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoicJeBH0ENE8IFnD7KQ3GTI7u8zMCmHJJ3jxoIhXv8ibf+PkcdDEgoaiqpvuriARXBvX/XZyS8srq2v59cLG5tb2TnF3r67jVDGssVjEqhlQjYJLrBluBDYThTQKBDaCwdXYbzyh0jyWD2aYoB/RnuQhZ9RY6f728aZTLLlldwKySLwZKcEM1U7xq92NWRqhNExQrVuemxg/o8pwJnBUaKcaE8oGtIctSyWNUPvZ5NQRObJKl4SxsiUNmai/JzIaaT2MAtsZUdPX895Y/M9rpSa88DMuk9SgZNNFYSqIicn4b9LlCpkRQ0soU9zeSlifKsqMTadgQ/DmX14k9ZOyd1Z2705LlctZHHk4gEM4Bg/OoQLXUIUaMOjBM7zCmyOcF+fd+Zi25pzZzD78gfP5A+6ajY0=</latexit>

LK
<latexit sha1_base64="+PB+W+h7g1d6IfBq7/zTlq1j3lg=">AAACDHicbVDLSgMxFM3UV62vqks3wSK0IGVGFN1YCi4U6qKCfUA7DplMpk2byQxJplCGfoAbf8WNC0Xc+gHu/BvTx0JbDwQO55zLzT1uxKhUpvltpJaWV1bX0uuZjc2t7Z3s7l5dhrHApIZDFoqmiyRhlJOaooqRZiQIClxGGm7/auw3BkRIGvJ7NYyIHaAOpz7FSGnJyeY85zo/cOgxHDi9AixVYFuFMH/7UCk4Ce2N4CU0dcosmhPARWLNSA7MUHWyX20vxHFAuMIMSdmyzEjZCRKKYkZGmXYsSYRwH3VIS1OOAiLtZHLMCB5pxYN+KPTjCk7U3xMJCqQcBq5OBkh15bw3Fv/zWrHyL+yE8ihWhOPpIj9mUN87bgZ6VBCs2FAThAXVf4W4iwTCSveX0SVY8ycvkvpJ0TormnenuXJpVkcaHIBDkAcWOAdlcAOqoAYweATP4BW8GU/Gi/FufEyjKWM2sw/+wPj8ARMSmHI=</latexit>

dG(vi, vj) > K ! (LK)ij = 0
<latexit sha1_base64="9FrhDtJ2t/ElGEKlgl6NHEvLqJo=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF8FLC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LBzNO0I/oQPKQM2qsVL/vlcpuxZ2BLBMvJ2XIUeuVvrr9mKURSsME1brjuYnxM6oMZwInxW6qMaFsRAfYsVTSCLWfzQ6dkFOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCaz/jMkkNSjZfFKaCmJhMvyZ9rpAZMbaEMsXtrYQNqaLM2GyKNgRv8eVl0jyveJcVt35Rrt7kcRTgGE7gDDy4gircQQ0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD6IjjM8=</latexit>

K

<latexit sha1_base64="HohOUz6VFQjsUbiM9hFbM3/5/ls=">AAACGnicbVDLSsNAFJ34rPUVdelmsAiti5KIoguFghsXXVToC5pYJpNJOnTyYGYiLaHf4cZfceNCEXfixr9x0mahrQcGDufcw517nJhRIQ3jW1taXlldWy9sFDe3tnd29b39togSjkkLRyziXQcJwmhIWpJKRroxJyhwGOk4w5vM7zwQLmgUNuU4JnaA/JB6FCOppL5ujk58eA0tPKDQGiCZ+pOyVVd5F1Uy8b4JR5mfW/XKqK+XjKoxBVwkZk5KIEejr39aboSTgIQSMyREzzRiaaeIS4oZmRStRJAY4SHySU/REAVE2On0tAk8VooLvYirF0o4VX8nUhQIMQ4cNRkgORDzXib+5/US6V3aKQ3jRJIQzxZ5CYMygllP0KWcYMnGiiDMqforxAPEEZaqzaIqwZw/eZG0T6vmedW4OyvVrvI6CuAQHIEyMMEFqIFb0AAtgMEjeAav4E170l60d+1jNrqk5ZkD8Afa1w8rc58T</latexit>

x ⇤ g = �ĝ(⇤)�Tx = ĝ(L)x



Is the graph convolution localized?
! In general the answer is no! 

! However, if we consider polynomial filters, the answer is yes
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ĝ✓(�) =
KX

j=0

✓j�
j , ✓ 2 RK+1

<latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit><latexit sha1_base64="EwgDsfnxwuDXI27f5GHv/FmGGhU=">AAACQXicbVBNa9tAFFw5aeu6X056zGWpKbi0GKkE0ovBpJdCL26pP8CyxdN6ba+9Wondp4ARyk/rpf+gt9xz6SGl5JpLV7YOqd2BhWFmHu/thIkUBl33yqkcHD54+Kj6uPbk6bPnL+pHx30Tp5rxHotlrIchGC6F4j0UKPkw0RyiUPJBuPpY+IMLro2I1TdcJ3wcwVyJmWCAVgrqQ38BmM3zwMcFR2j60s5O4Q1tU9+kUZAt224+yT7ndBsIlrSMTJbvLrca9YWifgS4CMPsa5F+6+VBveG23A3oPvFK0iAlukH9pz+NWRpxhUyCMSPPTXCcgUbBJM9rfmp4AmwFcz6yVEHEzTjbNJDT11aZ0lms7VNIN+r9iQwiY9ZRaJPFnWbXK8T/eaMUZx/GmVBJilyx7aJZKinGtKiTToXmDOXaEmBa2FspW4AGhrb0mi3B2/3yPum/b3luy/ty2uicl3VUyQl5RZrEI2ekQz6RLukRRr6Ta3JDfjs/nF/OH+d2G6045cxL8g+cu78X4bCP</latexit>

ĝ✓(L) =
KX

j=0

✓jL
j

<latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit><latexit sha1_base64="JPiFyu+BMLR7UcSFzu7UsK+rBDE=">AAACGHicbVDLSgNBEJz1GeMr6tHLYBDiJe6KoJdA0ItgDhHMA7LJMjuZJJPMPpjpFcKyn+HFX/HiQRGvufk3TpI9aGJBQ1HVTXeXGwquwDS/jZXVtfWNzcxWdntnd28/d3BYV0EkKavRQASy6RLFBPdZDTgI1gwlI54rWMMd3U79xhOTigf+I4xD1vZI3+c9Tgloycmd2wMCcT9xbBgwIIXKGS5hW0WeEw9LZtKJ7xM8t5whrnSGTi5vFs0Z8DKxUpJHKapObmJ3Axp5zAcqiFItywyhHRMJnAqWZO1IsZDQEemzlqY+8Zhqx7PHEnyqlS7uBVKXD3im/p6IiafU2HN1p0dgoBa9qfif14qgd92OuR9GwHw6X9SLBIYAT1PCXS4ZBTHWhFDJ9a2YDogkFHSWWR2CtfjyMqlfFC2zaD1c5ss3aRwZdIxOUAFZ6AqV0R2qohqi6Bm9onf0YbwYb8an8TVvXTHSmSP0B8bkB5GMn3M=</latexit>

Example:

!        defines the     -hop neighborhood: 
<latexit sha1_base64="aSdXv7DoCjSXx0lbSWXlpj7Yjzk=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoicJeBH0ENE8IFnD7KQ3GTI7u8zMCmHJJ3jxoIhXv8ibf+PkcdDEgoaiqpvuriARXBvX/XZyS8srq2v59cLG5tb2TnF3r67jVDGssVjEqhlQjYJLrBluBDYThTQKBDaCwdXYbzyh0jyWD2aYoB/RnuQhZ9RY6f728aZTLLlldwKySLwZKcEM1U7xq92NWRqhNExQrVuemxg/o8pwJnBUaKcaE8oGtIctSyWNUPvZ5NQRObJKl4SxsiUNmai/JzIaaT2MAtsZUdPX895Y/M9rpSa88DMuk9SgZNNFYSqIicn4b9LlCpkRQ0soU9zeSlifKsqMTadgQ/DmX14k9ZOyd1Z2705LlctZHHk4gEM4Bg/OoQLXUIUaMOjBM7zCmyOcF+fd+Zi25pzZzD78gfP5A+6ajY0=</latexit>

LK
<latexit sha1_base64="+PB+W+h7g1d6IfBq7/zTlq1j3lg=">AAACDHicbVDLSgMxFM3UV62vqks3wSK0IGVGFN1YCi4U6qKCfUA7DplMpk2byQxJplCGfoAbf8WNC0Xc+gHu/BvTx0JbDwQO55zLzT1uxKhUpvltpJaWV1bX0uuZjc2t7Z3s7l5dhrHApIZDFoqmiyRhlJOaooqRZiQIClxGGm7/auw3BkRIGvJ7NYyIHaAOpz7FSGnJyeY85zo/cOgxHDi9AixVYFuFMH/7UCk4Ce2N4CU0dcosmhPARWLNSA7MUHWyX20vxHFAuMIMSdmyzEjZCRKKYkZGmXYsSYRwH3VIS1OOAiLtZHLMCB5pxYN+KPTjCk7U3xMJCqQcBq5OBkh15bw3Fv/zWrHyL+yE8ihWhOPpIj9mUN87bgZ6VBCs2FAThAXVf4W4iwTCSveX0SVY8ycvkvpJ0TormnenuXJpVkcaHIBDkAcWOAdlcAOqoAYweATP4BW8GU/Gi/FufEyjKWM2sw/+wPj8ARMSmHI=</latexit>

dG(vi, vj) > K ! (LK)ij = 0
<latexit sha1_base64="9FrhDtJ2t/ElGEKlgl6NHEvLqJo=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF8FLC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LBzNO0I/oQPKQM2qsVL/vlcpuxZ2BLBMvJ2XIUeuVvrr9mKURSsME1brjuYnxM6oMZwInxW6qMaFsRAfYsVTSCLWfzQ6dkFOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCaz/jMkkNSjZfFKaCmJhMvyZ9rpAZMbaEMsXtrYQNqaLM2GyKNgRv8eVl0jyveJcVt35Rrt7kcRTgGE7gDDy4gircQQ0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD6IjjM8=</latexit>

K

<latexit sha1_base64="HohOUz6VFQjsUbiM9hFbM3/5/ls=">AAACGnicbVDLSsNAFJ34rPUVdelmsAiti5KIoguFghsXXVToC5pYJpNJOnTyYGYiLaHf4cZfceNCEXfixr9x0mahrQcGDufcw517nJhRIQ3jW1taXlldWy9sFDe3tnd29b39togSjkkLRyziXQcJwmhIWpJKRroxJyhwGOk4w5vM7zwQLmgUNuU4JnaA/JB6FCOppL5ujk58eA0tPKDQGiCZ+pOyVVd5F1Uy8b4JR5mfW/XKqK+XjKoxBVwkZk5KIEejr39aboSTgIQSMyREzzRiaaeIS4oZmRStRJAY4SHySU/REAVE2On0tAk8VooLvYirF0o4VX8nUhQIMQ4cNRkgORDzXib+5/US6V3aKQ3jRJIQzxZ5CYMygllP0KWcYMnGiiDMqforxAPEEZaqzaIqwZw/eZG0T6vmedW4OyvVrvI6CuAQHIEyMMEFqIFb0AAtgMEjeAav4E170l60d+1jNrqk5ZkD8Afa1w8rc58T</latexit>

x ⇤ g = �ĝ(⇤)�Tx = ĝ(L)x



A spatial interpretation of graph 
convolution 
! Localization of the Laplacian polynomials leads to a spatial interpretation 

on the graph


! Note that:


! Graph convolution can be computed recursively by exchanging 
information in a local neighborhood (i.e., message passing) 


! The kernel         does not depend on the order of the nodes: permutation 
invariant! 
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<latexit sha1_base64="nrd0bt6v7HKFXefUaIsWr6s9F5k=">AAAB9XicbVBNSwMxEM3Wr1q/qh69BItQL2VXFD1JwYvHCvYDumvJptk2NJssyaxSlv4PLx4U8ep/8ea/MW33oK0PBh7vzTAzL0wEN+C6305hZXVtfaO4Wdra3tndK+8ftIxKNWVNqoTSnZAYJrhkTeAgWCfRjMShYO1wdDP1249MG67kPYwTFsRkIHnEKQErPfhDAtlgUvVpX8Fpr1xxa+4MeJl4OamgHI1e+cvvK5rGTAIVxJiu5yYQZEQDp4JNSn5qWELoiAxY11JJYmaCbHb1BJ9YpY8jpW1JwDP190RGYmPGcWg7YwJDs+hNxf+8bgrRVZBxmaTAJJ0vilKBQeFpBLjPNaMgxpYQqrm9FdMh0YSCDapkQ/AWX14mrbOad1Fz784r9es8jiI6Qseoijx0ieroFjVQE1Gk0TN6RW/Ok/PivDsf89aCk88coj9wPn8AQPSSVQ==</latexit>

ĝ(·)

<latexit sha1_base64="KCGiflVHiSYMZxLTgXyrLVqmuv4=">AAACNHicdVDJSgNBEO1xjXGLevTSGIToIcyIoh4CAS9CcohgFsgy9HQ6STM9C901kjjko7z4IV5E8KCIV7/BznLQRB8UvH6viq56Tii4AtN8MRYWl5ZXVhNryfWNza3t1M5uRQWRpKxMAxHImkMUE9xnZeAgWC2UjHiOYFXHvRr51TsmFQ/8WxiErOmRrs87nBLQkp0q9I+7OIcbPQJxd5gpHvVHLxV5duzmzGGrgBvQY0BsFxdbLv7fvbddO5U2s+YYeJ5YU5JGU5Ts1FOjHdDIYz5QQZSqW2YIzZhI4FSwYbIRKRYS6pIuq2vqE4+pZjw+eogPtdLGnUDq8gGP1Z8TMfGUGniO7vQI9NSsNxL/8uoRdC6aMffDCJhPJx91IoEhwKMEcZtLRkEMNCFUcr0rpj0iCQWdc1KHYM2ePE8qJ1nrLGvenKbzl9M4EmgfHaAMstA5yqNrVEJlRNEDekZv6N14NF6ND+Nz0rpgTGf20C8YX9+7kakc</latexit>

x ⇤ g = ĝ(L)x =
KX

k=0

✓kL
kx =

KX

k=0

✓kzk

<latexit sha1_base64="9AKgYgpmNI0vgKVu6SEqnCrt5BI=">AAACR3icbZBJSwMxHMUzdavjNurRS7AoXiwzRVEPQsGLUA8V7AKdacmkaQ3NLCSZYh367bx49eZX8OJBEY9mloO2/iHwy3svJHluyKiQpvmqFRYWl5ZXiqv62vrG5paxvdMUQcQxaeCABbztIkEY9UlDUslIO+QEeS4jLXd0lfitMeGCBv6dnITE8dDQpwOKkVRSz+gePvZMeAkfbFtXaCm8UUq2q2S7VOxWYK7b434gRZaoJZYy4tqxNVVs48RL87Uk3zNKZtlMB86DlUMJ5FPvGS92P8CRR3yJGRKiY5mhdGLEJcWMTHU7EiREeISGpKPQRx4RTpz2MIUHSunDQcDV8iVM1d8nYuQJMfFclfSQvBezXiL+53UiOTh3YuqHkSQ+zi4aRAzKACalwj7lBEs2UYAwp+qtEN8jjrBU1euqBGv2y/PQrJSt07J5e1KqXuR1FMEe2AdHwAJnoAquQR00AAZP4A18gE/tWXvXvrTvLFrQ8jO74M8UtB9Pian3</latexit>z0 = x

z1 = Lz0

z2 = Lz1 = L2z0
...

zK = LzK�1 = · · · = LKz0



The receptive field of graph convolution
! Node embeddings are based on local neighborhood propagation


! Due to the irregular nature of the graph, there is no fixed size 
neighbourhood


! The degree    of the polynomial defines the receptive field of each 
node
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Receptive field on an image Receptive field on a graph 

<latexit sha1_base64="9FrhDtJ2t/ElGEKlgl6NHEvLqJo=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF8FLC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LBzNO0I/oQPKQM2qsVL/vlcpuxZ2BLBMvJ2XIUeuVvrr9mKURSsME1brjuYnxM6oMZwInxW6qMaFsRAfYsVTSCLWfzQ6dkFOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCaz/jMkkNSjZfFKaCmJhMvyZ9rpAZMbaEMsXtrYQNqaLM2GyKNgRv8eVl0jyveJcVt35Rrt7kcRTgGE7gDDy4gircQQ0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD6IjjM8=</latexit>

K



! Typical GNN architectures consist of a set of graph convolutional 
layers, each of which is followed by element-wise nonlinearity


! By learning the parameters of the each convolutional filter, we 
learn how to propagate information on a graph to compute node 
embeddings 

The basic GNN: a spectral viewpoint 
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Nonlinearity 

(e.g., ReLU) 

.


.


.
.

.


<latexit sha1_base64="D62OslnIOu2XfuYBmMCgoS5ABnQ=">AAACAnicbVDLSsNAFJ34rPUVdSVuBovQbspEFF0WBHHhooJ9QJuGyXTSDp1MwsxEKCG48VfcuFDErV/hzr9x2mahrQcuHM65l3vv8WPOlEbo21paXlldWy9sFDe3tnd27b39pooSSWiDRDySbR8rypmgDc00p+1YUhz6nLb80dXEbz1QqVgk7vU4pm6IB4IFjGBtJM8+7A6xTgeZl157KOuh8m1l2EvLqJJ5dglV0RRwkTg5KYEcdc/+6vYjkoRUaMKxUh0HxdpNsdSMcJoVu4miMSYjPKAdQwUOqXLT6QsZPDFKHwaRNCU0nKq/J1IcKjUOfdMZYj1U895E/M/rJDq4dFMm4kRTQWaLgoRDHcFJHrDPJCWajw3BRDJzKyRDLDHRJrWiCcGZf3mRNE+rznkV3Z2VaiiPowCOwDEoAwdcgBq4AXXQAAQ8gmfwCt6sJ+vFerc+Zq1LVj5zAP7A+vwBhGOWJQ==</latexit>

ĝ0F0
(L)h(0)

<latexit sha1_base64="vB/Ye8o9wld5825lGvTq/ywd67k=">AAACAHicbVDLSsNAFJ3UV62vqAsXbgaL0G7KpCi6LLhx4aKCfUCbhsl00g6dTMLMRCghG3/FjQtF3PoZ7vwbp20W2nrgwuGce7n3Hj/mTGmEvq3C2vrG5lZxu7Szu7d/YB8etVWUSEJbJOKR7PpYUc4EbWmmOe3GkuLQ57TjT25mfueRSsUi8aCnMXVDPBIsYARrI3n2SX+MdTrKvLSeDVDlrjoepBVUzTy7jGpoDrhKnJyUQY6mZ3/1hxFJQio04VipnoNi7aZYakY4zUr9RNEYkwke0Z6hAodUuen8gQyeG2UIg0iaEhrO1d8TKQ6Vmoa+6QyxHqtlbyb+5/USHVy7KRNxoqkgi0VBwqGO4CwNOGSSEs2nhmAimbkVkjGWmGiTWcmE4Cy/vEra9ZpzWUP3F+UGyuMoglNwBirAAVegAW5BE7QAARl4Bq/gzXqyXqx362PRWrDymWPwB9bnDzISlW4=</latexit>

ĝ02(L)h
(0)

<latexit sha1_base64="yDJzkjq1je/s3QysD+jYVP+fleU=">AAACAHicbVDLSsNAFJ34rPUVdeHCzWAR2k2ZiKLLghsXLirYB7RpmEwnzdDJJMxMhBKy8VfcuFDErZ/hzr9x2mahrQcuHM65l3vv8RPOlEbo21pZXVvf2Cxtlbd3dvf27YPDtopTSWiLxDyWXR8rypmgLc00p91EUhz5nHb88c3U7zxSqVgsHvQkoW6ER4IFjGBtJM8+7odYZ6Pcy5x8gKp3tXCQVVEt9+wKqqMZ4DJxClIBBZqe/dUfxiSNqNCEY6V6Dkq0m2GpGeE0L/dTRRNMxnhEe4YKHFHlZrMHcnhmlCEMYmlKaDhTf09kOFJqEvmmM8I6VIveVPzP66U6uHYzJpJUU0Hmi4KUQx3DaRpwyCQlmk8MwUQycyskIZaYaJNZ2YTgLL68TNrndeeyju4vKg1UxFECJ+AUVIEDrkAD3IImaAECcvAMXsGb9WS9WO/Wx7x1xSpmjsAfWJ8/MIGVbQ==</latexit>

ĝ01(L)h
(0)

<latexit sha1_base64="a+GXAg5wULcqQJIcLdxk+yyojYE=">AAACAHicbVDLSsNAFJ34rPUVdeHCzWAR2k3JiKLLghsXLirYB7RpmEwnzdDJJMxMhBKy8VfcuFDErZ/hzr9x2mahrQcuHM65l3vv8RPOlHacb2tldW19Y7O0Vd7e2d3btw8O2ypOJaEtEvNYdn2sKGeCtjTTnHYTSXHkc9rxxzdTv/NIpWKxeNCThLoRHgkWMIK1kTz7uB9inY1yL0P5AFXvauEgq6Ja7tkVp+7MAJcJKkgFFGh69ld/GJM0okITjpXqISfRboalZoTTvNxPFU0wGeMR7RkqcESVm80eyOGZUYYwiKUpoeFM/T2R4UipSeSbzgjrUC16U/E/r5fq4NrNmEhSTQWZLwpSDnUMp2nAIZOUaD4xBBPJzK2QhFhiok1mZRMCWnx5mbTP6+iy7txfVBpOEUcJnIBTUAUIXIEGuAVN0AIE5OAZvII368l6sd6tj3nrilXMHIE/sD5/ADOVlW8=</latexit>

ĝ11(L)h
(1)

<latexit sha1_base64="tb+CsZV6kKbVe87DiBok+SDd+Mw=">AAACAHicbVBNS8NAEN3Ur1q/oh48eAkWob2UpCh6LHjx4KGC/YA2DZvtpl262YTdiVBCLv4VLx4U8erP8Oa/cdvmoK0PBh7vzTAzz485U2Db30ZhbX1jc6u4XdrZ3ds/MA+P2ipKJKEtEvFIdn2sKGeCtoABp91YUhz6nHb8yc3M7zxSqVgkHmAaUzfEI8ECRjBoyTNP+mMM6Sjz0no2cCp31fEgrTjVzDPLds2ew1olTk7KKEfTM7/6w4gkIRVAOFaq59gxuCmWwAinWamfKBpjMsEj2tNU4JAqN50/kFnnWhlaQSR1CbDm6u+JFIdKTUNfd4YYxmrZm4n/eb0Egms3ZSJOgAqyWBQk3ILImqVhDZmkBPhUE0wk07daZIwlJqAzK+kQnOWXV0m7XnMua/b9Rblh53EU0Sk6QxXkoCvUQLeoiVqIoAw9o1f0ZjwZL8a78bFoLRj5zDH6A+PzBzUmlXA=</latexit>

ĝ12(L)h
(1)

<latexit sha1_base64="s2AEJjYEf339/McduFpHSsVLPZQ=">AAACAnicbVDLSsNAFJ34rPUVdSVuBovQbkpGFF0WBHHhooJ9QJuGyXTSDp1MwsxEKCG48VfcuFDErV/hzr9x2mahrQcuHM65l3vv8WPOlHacb2tpeWV1bb2wUdzc2t7Ztff2mypKJKENEvFItn2sKGeCNjTTnLZjSXHoc9ryR1cTv/VApWKRuNfjmLohHggWMIK1kTz7sDvEOh1kXnrtoayHyreVYS8to0rm2SWn6kwBFwnKSQnkqHv2V7cfkSSkQhOOleogJ9ZuiqVmhNOs2E0UjTEZ4QHtGCpwSJWbTl/I4IlR+jCIpCmh4VT9PZHiUKlx6JvOEOuhmvcm4n9eJ9HBpZsyESeaCjJbFCQc6ghO8oB9JinRfGwIJpKZWyEZYomJNqkVTQho/uVF0jytovOqc3dWqjl5HAVwBI5BGSBwAWrgBtRBAxDwCJ7BK3iznqwX6936mLUuWfnMAfgD6/MHiQiWKA==</latexit>

ĝ1F1
(L)h(1)

Nonlinearity 

(e.g., ReLU) MLP Predictive 

task…

<latexit sha1_base64="7nlOKocbUIywWrQ7kNBvBoTN9Gg=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBDiJeyKohcl4MVjBPPAZA2zk95kyOzsMjMrhCV/4cWDIl79G2/+jZPHQRMLGoqqbrq7gkRwbVz321laXlldW89t5De3tnd2C3v7dR2nimGNxSJWzYBqFFxizXAjsJkopFEgsBEMbsZ+4wmV5rG8N8ME/Yj2JA85o8ZKD/3HrOSejMhVs1MoumV3ArJIvBkpwgzVTuGr3Y1ZGqE0TFCtW56bGD+jynAmcJRvpxoTyga0hy1LJY1Q+9nk4hE5tkqXhLGyJQ2ZqL8nMhppPYwC2xlR09fz3lj8z2ulJrz0My6T1KBk00VhKoiJyfh90uUKmRFDSyhT3N5KWJ8qyowNKW9D8OZfXiT107J3XnbvzoqV61kcOTiEIyiBBxdQgVuoQg0YSHiGV3hztPPivDsf09YlZzZzAH/gfP4ABVqP0g==</latexit>

h(0) = X



Each layer increases the receptive field 
of each node
! Each layer increases the receptive field by     hops


! Example:    
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<latexit sha1_base64="StyRNWdB+7DfW2Ga8LrlYIKxFN4=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0YtS8CJ4qWDaQhvKZjttl242YXcjlNDf4MWDIl79Qd78N27bHLT1wcDjvRlm5oWJ4Nq47rdTWFldW98obpa2tnd298r7Bw0dp4qhz2IRq1ZINQou0TfcCGwlCmkUCmyGo9up33xCpXksH804wSCiA8n7nFFjJf+eXBOvW664VXcGsky8nFQgR71b/ur0YpZGKA0TVOu25yYmyKgynAmclDqpxoSyER1g21JJI9RBNjt2Qk6s0iP9WNmShszU3xMZjbQeR6HtjKgZ6kVvKv7ntVPTvwoyLpPUoGTzRf1UEBOT6eekxxUyI8aWUKa4vZWwIVWUGZtPyYbgLb68TBpnVe+i6j6cV2o3eRxFOIJjOAUPLqEGd1AHHxhweIZXeHOk8+K8Ox/z1oKTzxzCHzifPz+7jaU=</latexit>

K = 1

<latexit sha1_base64="9FrhDtJ2t/ElGEKlgl6NHEvLqJo=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCF8FLC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LBzNO0I/oQPKQM2qsVL/vlcpuxZ2BLBMvJ2XIUeuVvrr9mKURSsME1brjuYnxM6oMZwInxW6qMaFsRAfYsVTSCLWfzQ6dkFOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCaz/jMkkNSjZfFKaCmJhMvyZ9rpAZMbaEMsXtrYQNqaLM2GyKNgRv8eVl0jyveJcVt35Rrt7kcRTgGE7gDDy4gircQQ0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD6IjjM8=</latexit>

K

Layer 1Layer 0 Layer 2



! Key intuition: Generalize the notion of convolution from images 
(grid graph) to networks (irregular graph) 


! Example of a single CNN layer with 3x3 filter

- Fixed neighbourhood 

- Canonical order across neighbors 

Towards a graph convolution: 

A spatial viewpoint
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Animation from V. Dumoulin

Can we exploit similar structure for graph data? 

<latexit sha1_base64="x6pjUN7zgt+Miq+S8V3T5gauOVw=">AAACGnicbZDJSgNBEIZ74hbjNurRS2MQEoQwI4rxEAh48RjBLJBl6Ol0kiY9C901QjLMc3jxVbx4UMSbePFt7CyCJhY0fPx/FdX1u6HgCizry0itrK6tb6Q3M1vbO7t75v5BTQWRpKxKAxHIhksUE9xnVeAgWCOUjHiuYHV3eD3x6/dMKh74dzAKWdsjfZ/3OCWgJce0xw7vxDlxaucTXMItFXlOzEtW0im2YMCAzOx8Mv4Bx8xaBWtaeBnsOWTRvCqO+dHqBjTymA9UEKWathVCOyYSOBUsybQixUJCh6TPmhp94jHVjqenJfhEK13cC6R+PuCp+nsiJp5SI8/VnR6BgVr0JuJ/XjOCXrEdcz+MgPl0tqgXCQwBnuSEu1wyCmKkgVDJ9V8xHRBJKOg0MzoEe/HkZaidFeyLgnV7ni1fzeNIoyN0jHLIRpeojG5QBVURRQ/oCb2gV+PReDbejPdZa8qYzxyiP2V8fgNgLZ/U</latexit>

z(l+1)
i =

8X

i=0

✓(l)i z(l)i

<latexit sha1_base64="LnSLE+9MOfzBuSYnLaWfXr9U4lw=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXspuUfRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6p5z6kZX426RVLbsWdAS0TLyMlyFDvFb+6/YgkgkpDONa647mx8VOsDCOcTgrdRNMYkxEe0I6lEguq/XR28ASdWqWPwkjZkgbN1N8TKRZaj0VgOwU2Q73oTcX/vE5iwis/ZTJODJVkvihMODIRmn6P+kxRYvjYEkwUs7ciMsQKE2MzKtgQvMWXl0mzWvEuKu7teal2ksWRhyM4hjJ4cAk1uIE6NICAgGd4hTdHOS/Ou/Mxb8052cwh/IHz+QMTi4/W</latexit>

z(l)0

<latexit sha1_base64="XfDcnVB1MvKts/Vd5fNPUj7S4iM=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXspuUfRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6p5z2kZX426RVLbsWdAS0TLyMlyFDvFb+6/YgkgkpDONa647mx8VOsDCOcTgrdRNMYkxEe0I6lEguq/XR28ASdWqWPwkjZkgbN1N8TKRZaj0VgOwU2Q73oTcX/vE5iwis/ZTJODJVkvihMODIRmn6P+kxRYvjYEkwUs7ciMsQKE2MzKtgQvMWXl0mzWvEuKu7teal2ksWRhyM4hjJ4cAk1uIE6NICAgGd4hTdHOS/Ou/Mxb8052cwh/IHz+QMVFY/X</latexit>

z(l)1

<latexit sha1_base64="0E4Fy+eY+JLPHMejnfZHglZteM4=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXspuUfRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5NmteJdVNzb81LtJIsjD0dwDGXw4BJqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wcWn4/Y</latexit>

z(l)2

<latexit sha1_base64="Zw79NKSBgtJ6E1d2xznu/Bl/+hk=">AAAB8HicbVDLTgJBEOzFF+IL9ehlIprghez6iB5JvHjERB4GVjI7zMKEmdnNzKwJbvgKLx40xquf482/cYA9KFhJJ5Wq7nR3BTFn2rjut5NbWl5ZXcuvFzY2t7Z3irt7DR0litA6iXikWgHWlDNJ64YZTluxolgEnDaD4fXEbz5SpVkk78wopr7AfclCRrCx0v1T9+whLfOTcbdYcivuFGiReBkpQYZat/jV6UUkEVQawrHWbc+NjZ9iZRjhdFzoJJrGmAxxn7YtlVhQ7afTg8fo2Co9FEbKljRoqv6eSLHQeiQC2ymwGeh5byL+57UTE175KZNxYqgks0VhwpGJ0OR71GOKEsNHlmCimL0VkQFWmBibUcGG4M2/vEgapxXvouLenpeqR1kceTiAQyiDB5dQhRuoQR0ICHiGV3hzlPPivDsfs9ack83swx84nz8YKY/Z</latexit>

z(l)3

<latexit sha1_base64="uVJcTHqtpd7YArLdpwQyEMkF0V0=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXsquVPRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5PmecW7qLi31VLtJIsjD0dwDGXw4BJqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wcZs4/a</latexit>

z(l)4

<latexit sha1_base64="6Xn2F3KGqHnsrB2J5hFoe6Y2fqI=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXsquWPRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5PmecWrVtzbi1LtJIsjD0dwDGXw4BJqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wcbPY/b</latexit>

z(l)5

<latexit sha1_base64="9r9/pjIbpkkObPWJvweRzN4MceQ=">AAAB8HicbVDLTgJBEOzFF+IL9ehlIprghewaX0cSLx4xkYeBlcwOszBhZnYzM2uCG77CiweN8ernePNvHGAPClbSSaWqO91dQcyZNq777eSWlldW1/LrhY3Nre2d4u5eQ0eJIrROIh6pVoA15UzSumGG01asKBYBp81geD3xm49UaRbJOzOKqS9wX7KQEWysdP/UvXhIy/xk3C2W3Io7BVokXkZKkKHWLX51ehFJBJWGcKx123Nj46dYGUY4HRc6iaYxJkPcp21LJRZU++n04DE6tkoPhZGyJQ2aqr8nUiy0HonAdgpsBnrem4j/ee3EhFd+ymScGCrJbFGYcGQiNPke9ZiixPCRJZgoZm9FZIAVJsZmVLAhePMvL5LGacU7r7i3Z6XqURZHHg7gEMrgwSVU4QZqUAcCAp7hFd4c5bw4787HrDXnZDP78AfO5w8cx4/c</latexit>

z(l)6

<latexit sha1_base64="g4sTnvdJqrI7VvdaVaczPS/JVrY=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXsquKPVY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5PmecW7rLi3F6XaSRZHHo7gGMrgQRVqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wceUY/d</latexit>

z(l)7

<latexit sha1_base64="OSpeL38VyJgDTTyjgd5AIkAXaI0=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXsquKPZY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFU/ZTJODJVkvihMODIRmn6P+kxRYvjYEkwUs7ciMsQKE2MzKtgQvMWXl0nzvOJdVtzbi1LtJIsjD0dwDGXw4ApqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wcf24/e</latexit>

z(l)8

<latexit sha1_base64="BZ59uN/xHBDTE6vHMsEPRxNInXs=">AAAB9XicbVBNS8NAEJ3Ur1q/qh69BKtQLyURxR4LXjxWsB/QpmWz3bRLN5uwO1FK6P/w4kERr/4Xb/4bt20O2vpg4PHeDDPz/FhwjY7zbeXW1jc2t/LbhZ3dvf2D4uFRU0eJoqxBIxGptk80E1yyBnIUrB0rRkJfsJY/vp35rUemNI/kA05i5oVkKHnAKUEj9bo4Ykj61V5aFhfTfrHkVJw57FXiZqQEGer94ld3ENEkZBKpIFp3XCdGLyUKORVsWugmmsWEjsmQdQyVJGTaS+dXT+1zowzsIFKmJNpz9fdESkKtJ6FvOkOCI73szcT/vE6CQdVLuYwTZJIuFgWJsDGyZxHYA64YRTExhFDFza02HRFFKJqgCiYEd/nlVdK8rLjXFef+qlQ7y+LIwwmcQhlcuIEa3EEdGkBBwTO8wpv1ZL1Y79bHojVnZTPH8AfW5w/qkpII</latexit>

✓(l)8

<latexit sha1_base64="wlg4WQ9YOmH4m3g0A1ZHDq/pKX4=">AAAB9XicbVDLSgNBEOz1GeMr6tHLYBTiJeyKoseAF48RzAOSTZidTJIhs7PLTK8SlvyHFw+KePVfvPk3TpI9aGJBQ1HVTXdXEEth0HW/nZXVtfWNzdxWfntnd2+/cHBYN1GiGa+xSEa6GVDDpVC8hgIlb8aa0zCQvBGMbqd+45FrIyL1gOOY+yEdKNEXjKKVOm0ccqRdt5OW5PmkWyi6ZXcGsky8jBQhQ7Vb+Gr3IpaEXCGT1JiW58bop1SjYJJP8u3E8JiyER3wlqWKhtz46ezqCTmzSo/0I21LIZmpvydSGhozDgPbGVIcmkVvKv7ntRLs3/ipUHGCXLH5on4iCUZkGgHpCc0ZyrEllGlhbyVsSDVlaIPK2xC8xZeXSf2i7F2V3fvLYuU0iyMHx3ACJfDgGipwB1WoAQMNz/AKb86T8+K8Ox/z1hUnmzmCP3A+fwDeQpIA</latexit>

✓(l)0

<latexit sha1_base64="bWlAlXHgDSirHzWmo6X4zJrJ7Wg=">AAAB9XicbVBNS8NAEJ3Ur1q/qh69BKtQLyUpih4LXjxWsB/QpmWz3bRLN5uwO1FK6P/w4kERr/4Xb/4bt20O2vpg4PHeDDPz/FhwjY7zbeXW1jc2t/LbhZ3dvf2D4uFRU0eJoqxBIxGptk80E1yyBnIUrB0rRkJfsJY/vp35rUemNI/kA05i5oVkKHnAKUEj9bo4Ykj61V5aFhfTfrHkVJw57FXiZqQEGer94ld3ENEkZBKpIFp3XCdGLyUKORVsWugmmsWEjsmQdQyVJGTaS+dXT+1zowzsIFKmJNpz9fdESkKtJ6FvOkOCI73szcT/vE6CwY2XchknyCRdLAoSYWNkzyKwB1wximJiCKGKm1ttOiKKUDRBFUwI7vLLq6RZrbhXFef+slQ7y+LIwwmcQhlcuIYa3EEdGkBBwTO8wpv1ZL1Y79bHojVnZTPH8AfW5w/hVpIC</latexit>

✓(l)2



! Key intuition: Generalize the notion of convolution from images 
(grid graph) to networks (irregular graph) 


! Example of a single CNN layer with 3x3 filter

- Fixed neighbourhood 

- Canonical order across neighbors 

Towards a graph convolution: 

A spatial viewpoint
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Animation from V. Dumoulin

Can we exploit similar structure for graph data? 

<latexit sha1_base64="x6pjUN7zgt+Miq+S8V3T5gauOVw=">AAACGnicbZDJSgNBEIZ74hbjNurRS2MQEoQwI4rxEAh48RjBLJBl6Ol0kiY9C901QjLMc3jxVbx4UMSbePFt7CyCJhY0fPx/FdX1u6HgCizry0itrK6tb6Q3M1vbO7t75v5BTQWRpKxKAxHIhksUE9xnVeAgWCOUjHiuYHV3eD3x6/dMKh74dzAKWdsjfZ/3OCWgJce0xw7vxDlxaucTXMItFXlOzEtW0im2YMCAzOx8Mv4Bx8xaBWtaeBnsOWTRvCqO+dHqBjTymA9UEKWathVCOyYSOBUsybQixUJCh6TPmhp94jHVjqenJfhEK13cC6R+PuCp+nsiJp5SI8/VnR6BgVr0JuJ/XjOCXrEdcz+MgPl0tqgXCQwBnuSEu1wyCmKkgVDJ9V8xHRBJKOg0MzoEe/HkZaidFeyLgnV7ni1fzeNIoyN0jHLIRpeojG5QBVURRQ/oCb2gV+PReDbejPdZa8qYzxyiP2V8fgNgLZ/U</latexit>

z(l+1)
i =

8X

i=0

✓(l)i z(l)i

<latexit sha1_base64="LnSLE+9MOfzBuSYnLaWfXr9U4lw=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXspuUfRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6p5z6kZX426RVLbsWdAS0TLyMlyFDvFb+6/YgkgkpDONa647mx8VOsDCOcTgrdRNMYkxEe0I6lEguq/XR28ASdWqWPwkjZkgbN1N8TKRZaj0VgOwU2Q73oTcX/vE5iwis/ZTJODJVkvihMODIRmn6P+kxRYvjYEkwUs7ciMsQKE2MzKtgQvMWXl0mzWvEuKu7teal2ksWRhyM4hjJ4cAk1uIE6NICAgGd4hTdHOS/Ou/Mxb8052cwh/IHz+QMTi4/W</latexit>

z(l)0

<latexit sha1_base64="XfDcnVB1MvKts/Vd5fNPUj7S4iM=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXspuUfRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6p5z2kZX426RVLbsWdAS0TLyMlyFDvFb+6/YgkgkpDONa647mx8VOsDCOcTgrdRNMYkxEe0I6lEguq/XR28ASdWqWPwkjZkgbN1N8TKRZaj0VgOwU2Q73oTcX/vE5iwis/ZTJODJVkvihMODIRmn6P+kxRYvjYEkwUs7ciMsQKE2MzKtgQvMWXl0mzWvEuKu7teal2ksWRhyM4hjJ4cAk1uIE6NICAgGd4hTdHOS/Ou/Mxb8052cwh/IHz+QMVFY/X</latexit>

z(l)1

<latexit sha1_base64="0E4Fy+eY+JLPHMejnfZHglZteM4=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXspuUfRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5NmteJdVNzb81LtJIsjD0dwDGXw4BJqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wcWn4/Y</latexit>

z(l)2

<latexit sha1_base64="Zw79NKSBgtJ6E1d2xznu/Bl/+hk=">AAAB8HicbVDLTgJBEOzFF+IL9ehlIprghez6iB5JvHjERB4GVjI7zMKEmdnNzKwJbvgKLx40xquf482/cYA9KFhJJ5Wq7nR3BTFn2rjut5NbWl5ZXcuvFzY2t7Z3irt7DR0litA6iXikWgHWlDNJ64YZTluxolgEnDaD4fXEbz5SpVkk78wopr7AfclCRrCx0v1T9+whLfOTcbdYcivuFGiReBkpQYZat/jV6UUkEVQawrHWbc+NjZ9iZRjhdFzoJJrGmAxxn7YtlVhQ7afTg8fo2Co9FEbKljRoqv6eSLHQeiQC2ymwGeh5byL+57UTE175KZNxYqgks0VhwpGJ0OR71GOKEsNHlmCimL0VkQFWmBibUcGG4M2/vEgapxXvouLenpeqR1kceTiAQyiDB5dQhRuoQR0ICHiGV3hzlPPivDsfs9ack83swx84nz8YKY/Z</latexit>

z(l)3

<latexit sha1_base64="uVJcTHqtpd7YArLdpwQyEMkF0V0=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXsquVPRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5PmecW7qLi31VLtJIsjD0dwDGXw4BJqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wcZs4/a</latexit>

z(l)4

<latexit sha1_base64="6Xn2F3KGqHnsrB2J5hFoe6Y2fqI=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXsquWPRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5PmecWrVtzbi1LtJIsjD0dwDGXw4BJqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wcbPY/b</latexit>

z(l)5

<latexit sha1_base64="9r9/pjIbpkkObPWJvweRzN4MceQ=">AAAB8HicbVDLTgJBEOzFF+IL9ehlIprghewaX0cSLx4xkYeBlcwOszBhZnYzM2uCG77CiweN8ernePNvHGAPClbSSaWqO91dQcyZNq777eSWlldW1/LrhY3Nre2d4u5eQ0eJIrROIh6pVoA15UzSumGG01asKBYBp81geD3xm49UaRbJOzOKqS9wX7KQEWysdP/UvXhIy/xk3C2W3Io7BVokXkZKkKHWLX51ehFJBJWGcKx123Nj46dYGUY4HRc6iaYxJkPcp21LJRZU++n04DE6tkoPhZGyJQ2aqr8nUiy0HonAdgpsBnrem4j/ee3EhFd+ymScGCrJbFGYcGQiNPke9ZiixPCRJZgoZm9FZIAVJsZmVLAhePMvL5LGacU7r7i3Z6XqURZHHg7gEMrgwSVU4QZqUAcCAp7hFd4c5bw4787HrDXnZDP78AfO5w8cx4/c</latexit>

z(l)6

<latexit sha1_base64="g4sTnvdJqrI7VvdaVaczPS/JVrY=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXsquKPVY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5PmecW7rLi3F6XaSRZHHo7gGMrgQRVqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wceUY/d</latexit>

z(l)7

<latexit sha1_base64="OSpeL38VyJgDTTyjgd5AIkAXaI0=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXsquKPZY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFU/ZTJODJVkvihMODIRmn6P+kxRYvjYEkwUs7ciMsQKE2MzKtgQvMWXl0nzvOJdVtzbi1LtJIsjD0dwDGXw4ApqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wcf24/e</latexit>

z(l)8

<latexit sha1_base64="BZ59uN/xHBDTE6vHMsEPRxNInXs=">AAAB9XicbVBNS8NAEJ3Ur1q/qh69BKtQLyURxR4LXjxWsB/QpmWz3bRLN5uwO1FK6P/w4kERr/4Xb/4bt20O2vpg4PHeDDPz/FhwjY7zbeXW1jc2t/LbhZ3dvf2D4uFRU0eJoqxBIxGptk80E1yyBnIUrB0rRkJfsJY/vp35rUemNI/kA05i5oVkKHnAKUEj9bo4Ykj61V5aFhfTfrHkVJw57FXiZqQEGer94ld3ENEkZBKpIFp3XCdGLyUKORVsWugmmsWEjsmQdQyVJGTaS+dXT+1zowzsIFKmJNpz9fdESkKtJ6FvOkOCI73szcT/vE6CQdVLuYwTZJIuFgWJsDGyZxHYA64YRTExhFDFza02HRFFKJqgCiYEd/nlVdK8rLjXFef+qlQ7y+LIwwmcQhlcuIEa3EEdGkBBwTO8wpv1ZL1Y79bHojVnZTPH8AfW5w/qkpII</latexit>

✓(l)8

<latexit sha1_base64="wlg4WQ9YOmH4m3g0A1ZHDq/pKX4=">AAAB9XicbVDLSgNBEOz1GeMr6tHLYBTiJeyKoseAF48RzAOSTZidTJIhs7PLTK8SlvyHFw+KePVfvPk3TpI9aGJBQ1HVTXdXEEth0HW/nZXVtfWNzdxWfntnd2+/cHBYN1GiGa+xSEa6GVDDpVC8hgIlb8aa0zCQvBGMbqd+45FrIyL1gOOY+yEdKNEXjKKVOm0ccqRdt5OW5PmkWyi6ZXcGsky8jBQhQ7Vb+Gr3IpaEXCGT1JiW58bop1SjYJJP8u3E8JiyER3wlqWKhtz46ezqCTmzSo/0I21LIZmpvydSGhozDgPbGVIcmkVvKv7ntRLs3/ipUHGCXLH5on4iCUZkGgHpCc0ZyrEllGlhbyVsSDVlaIPK2xC8xZeXSf2i7F2V3fvLYuU0iyMHx3ACJfDgGipwB1WoAQMNz/AKb86T8+K8Ox/z1hUnmzmCP3A+fwDeQpIA</latexit>

✓(l)0

<latexit sha1_base64="bWlAlXHgDSirHzWmo6X4zJrJ7Wg=">AAAB9XicbVBNS8NAEJ3Ur1q/qh69BKtQLyUpih4LXjxWsB/QpmWz3bRLN5uwO1FK6P/w4kERr/4Xb/4bt20O2vpg4PHeDDPz/FhwjY7zbeXW1jc2t/LbhZ3dvf2D4uFRU0eJoqxBIxGptk80E1yyBnIUrB0rRkJfsJY/vp35rUemNI/kA05i5oVkKHnAKUEj9bo4Ykj61V5aFhfTfrHkVJw57FXiZqQEGer94ld3ENEkZBKpIFp3XCdGLyUKORVsWugmmsWEjsmQdQyVJGTaS+dXT+1zowzsIFKmJNpz9fdESkKtJ6FvOkOCI73szcT/vE6CwY2XchknyCRdLAoSYWNkzyKwB1wximJiCKGKm1ttOiKKUDRBFUwI7vLLq6RZrbhXFef+slQ7y+LIwwmcQhlcuIYa3EEdGkBBwTO8wpv1ZL1Y79bHojVnZTPH8AfW5w/hVpIC</latexit>

✓(l)2



Spatial graph convolution 
! Main issue: We cannot have variable number of weights; it 

requires assuming an order on the nodes


! Solution: Impose same filter weights for all nodes  
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<latexit sha1_base64="LnSLE+9MOfzBuSYnLaWfXr9U4lw=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXspuUfRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6p5z6kZX426RVLbsWdAS0TLyMlyFDvFb+6/YgkgkpDONa647mx8VOsDCOcTgrdRNMYkxEe0I6lEguq/XR28ASdWqWPwkjZkgbN1N8TKRZaj0VgOwU2Q73oTcX/vE5iwis/ZTJODJVkvihMODIRmn6P+kxRYvjYEkwUs7ciMsQKE2MzKtgQvMWXl0mzWvEuKu7teal2ksWRhyM4hjJ4cAk1uIE6NICAgGd4hTdHOS/Ou/Mxb8052cwh/IHz+QMTi4/W</latexit>

z(l)0
<latexit sha1_base64="XfDcnVB1MvKts/Vd5fNPUj7S4iM=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXspuUfRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6p5z2kZX426RVLbsWdAS0TLyMlyFDvFb+6/YgkgkpDONa647mx8VOsDCOcTgrdRNMYkxEe0I6lEguq/XR28ASdWqWPwkjZkgbN1N8TKRZaj0VgOwU2Q73oTcX/vE5iwis/ZTJODJVkvihMODIRmn6P+kxRYvjYEkwUs7ciMsQKE2MzKtgQvMWXl0mzWvEuKu7teal2ksWRhyM4hjJ4cAk1uIE6NICAgGd4hTdHOS/Ou/Mxb8052cwh/IHz+QMVFY/X</latexit>

z(l)1

<latexit sha1_base64="0E4Fy+eY+JLPHMejnfZHglZteM4=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXspuUfRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5NmteJdVNzb81LtJIsjD0dwDGXw4BJqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wcWn4/Y</latexit>

z(l)2

<latexit sha1_base64="g4sTnvdJqrI7VvdaVaczPS/JVrY=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXsquKPVY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5PmecW7rLi3F6XaSRZHHo7gGMrgQRVqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wceUY/d</latexit>

z(l)7
<latexit sha1_base64="OSpeL38VyJgDTTyjgd5AIkAXaI0=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXsquKPZY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pV31Iy/xs0iuW3Io7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFU/ZTJODJVkvihMODIRmn6P+kxRYvjYEkwUs7ciMsQKE2MzKtgQvMWXl0nzvOJdVtzbi1LtJIsjD0dwDGXw4ApqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wcf24/e</latexit>

z(l)8

<latexit sha1_base64="d8KNCb0iPnEhqNScg1YvxNufxrE=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXspuUfRY8OKxgv2Qdi3ZNNuGJtklyQp16a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6Hrqtx6p0iySd2YcU1/ggWQhI9hY6f6pxx7SMj+b9Iolt+LOgJaJl5ESZKj3il/dfkQSQaUhHGvd8dzY+ClWhhFOJ4VuommMyQgPaMdSiQXVfjo7eIJOrdJHYaRsSYNm6u+JFAutxyKwnQKboV70puJ/Xicx4ZWfMhknhkoyXxQmHJkITb9HfaYoMXxsCSaK2VsRGWKFibEZFWwI3uLLy6RZrXgXFff2vFQ7yeLIwxEcQxk8uIQa3EAdGkBAwDO8wpujnBfn3fmYt+acbOYQ/sD5/AFrRZAP</latexit>

z(l)i

<latexit sha1_base64="VEZfIib27hfnjfS8dYCzO6E1vPk=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CVahXsquKHosePFYwX5Iu5Zsmm1jk+ySZIW69Fd48aCIV3+ON/+NabsHbX0w8Hhvhpl5QcyZNq777eSWlldW1/LrhY3Nre2d4u5eQ0eJIrROIh6pVoA15UzSumGG01asKBYBp81geDXxm49UaRbJWzOKqS9wX7KQEWysdPfUfbhPy/xk3C2W3Io7BVokXkZKkKHWLX51ehFJBJWGcKx123Nj46dYGUY4HRc6iaYxJkPcp21LJRZU++n04DE6tkoPhZGyJQ2aqr8nUiy0HonAdgpsBnrem4j/ee3EhJd+ymScGCrJbFGYcGQiNPke9ZiixPCRJZgoZm9FZIAVJsZmVLAhePMvL5LGacU7r7g3Z6XqURZHHg7gEMrgwQVU4RpqUAcCAp7hFd4c5bw4787HrDXnZDP78AfO5w9sz5AQ</latexit>

z(l)j

<latexit sha1_base64="NSIKjVI0WWbttmwU2xGEAyDN4Xg=">AAACJ3icbVBNS8NAFNz4WetX1aOXxSIoQklEUQ9KwYsnqWC10NSw2W7t1s0m7L4INeTfePGveBFURI/+EzdtBK0OLAwz89j3xo8E12DbH9bY+MTk1HRhpjg7N7+wWFpavtBhrCir01CEquETzQSXrA4cBGtEipHAF+zSvznO/MtbpjQP5Tn0I9YKyLXkHU4JGMkrHd15/CrZEFvOZooPsavjwEt6LpfYDQh0KRHJaerx1IUuA+L1suxmevdNvFLZrtgD4L/EyUkZ5ah5pWe3HdI4YBKoIFo3HTuCVkIUcCpYWnRjzSJCb8g1axoqScB0KxncmeJ1o7RxJ1TmScAD9edEQgKt+4FvktnyetTLxP+8Zgyd/VbCZRQDk3T4UScWGEKclYbbXDEKom8IoYqbXTHtEkUomGqLpgRn9OS/5GK74uxW7LOdcvUgr6OAVtEa2kAO2kNVdIJqqI4oukeP6AW9Wg/Wk/VmvQ+jY1Y+s4J+wfr8AtQ+pe0=</latexit>

z(l+1)
i =

X

j2Ni

✓(l)j z(l)j

<latexit sha1_base64="KxCNH863riJrFBwo/1SquJrdJCM=">AAACJXicbVBNSwMxFMzWr1q/qh69BIvQIpRdUVRQELx4EgWrhW5dsmnaps1ml+St0C77Z7z4V7x4UETw5F8x2/ag1oHAMDOPvDd+JLgG2/60cjOzc/ML+cXC0vLK6lpxfeNWh7GirEZDEaq6TzQTXLIacBCsHilGAl+wO79/nvl3D0xpHsobGESsGZCO5G1OCRjJK54MPX6flMWuU0nxKXZ1HHhJz+USuwGBLiUiuUw9nrrQZUCyZCUder0x8Yolu2qPgKeJMyElNMGVV3xzWyGNAyaBCqJ1w7EjaCZEAaeCpQU31iwitE86rGGoJAHTzWR0ZYp3jNLC7VCZJwGP1J8TCQm0HgS+SWar679eJv7nNWJoHzUTLqMYmKTjj9qxwBDirDLc4opREANDCFXc7IpplyhCwRRbMCU4f0+eJrd7Veegal/vl86OJ3Xk0RbaRmXkoEN0hi7QFaohih7RM3pFb9aT9WK9Wx/jaM6azGyiX7C+vgErH6UQ</latexit>

z(l+1)
i =

X

j2Ni

✓(l)z(l)j

<latexit sha1_base64="UEafmKretz1bxwbbXvhrguYggig=">AAACPXicbVBNS8NAFNz4bf2qevSyWARLoSSiqAdB8OJJFOwHNDVsttt2dbMJuy9CDfljXvwP3rx58aCIV69u2hysdWBhmHnDvjd+JLgG236xpqZnZufmFxYLS8srq2vF9Y26DmNFWY2GIlRNn2gmuGQ14CBYM1KMBL5gDf/uLPMb90xpHsprGESsHZCe5F1OCRjJK14/ePwm2RUVp5ziE+xCnwHJhHKaO0avYFfHgZfculxiNyDQp0QkF6nH0/HA7Yh4xZJdtYfAk8TJSQnluPSKz24npHHAJFBBtG45dgTthCjgVLC04MaaRYTekR5rGSpJwHQ7GV6f4h2jdHA3VOZJwEP1dyIhgdaDwDeT2er6r5eJ/3mtGLpH7YTLKAYm6eijbiwwhDirEne4YhTEwBBCFTe7YtonilAwhRdMCc7fkydJfa/qHFTtq/3S6XFexwLaQttoFznoEJ2ic3SJaoiiR/SK3tGH9WS9WZ/W12h0ysozm2gM1vcPg7CuRQ==</latexit>

z(l+1)
i = ✓(l)z(l)i +

X

j2Ni

✓(l)z(l)j

Update embeddings by exchanging information with 1-hop neighbors



The basic GNN: a spatial viewpoint 
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Nonlinearity 

(e.g., ReLU) 

.


.


.
.

.


Nonlinearity 

(e.g., ReLU) MLP Predictive 

task…<latexit sha1_base64="WDXPuAgA0rAm3GTjYJpoBwsao8s=">AAAB/3icbZDLSsNAFIYn9VbrLSq4cTNYhLopSVF0WXDjsoK9QBvDZDpph04mYeZEKLELX8WNC0Xc+hrufBunbRba+sPAx3/O4Zz5g0RwDY7zbRVWVtfWN4qbpa3tnd09e/+gpeNUUdaksYhVJyCaCS5ZEzgI1kkUI1EgWDsYXU/r7QemNI/lHYwT5kVkIHnIKQFj+fZRe3ifVdyzSQ+GDMic/Zpvl52qMxNeBjeHMsrV8O2vXj+macQkUEG07rpOAl5GFHAq2KTUSzVLCB2RAesalCRi2stm90/wqXH6OIyVeRLwzP09kZFI63EUmM6IwFAv1qbmf7VuCuGVl3GZpMAknS8KU4EhxtMwcJ8rRkGMDRCquLkV0yFRhIKJrGRCcBe/vAytWtW9qDq35+W6k8dRRMfoBFWQiy5RHd2gBmoiih7RM3pFb9aT9WK9Wx/z1oKVzxyiP7I+fwBHHpTr</latexit>

Wh(1)✓(1)2

<latexit sha1_base64="QvbmnCdDUGuINVY3ejA6BF3wPUg=">AAAB/3icbZDLSsNAFIYnXmu9RQU3bgaLUDclEUWXBTcuK9gLtDFMppNm6GQSZk6EErvwVdy4UMStr+HOt3HaZqGtPwx8/Occzpk/SAXX4Djf1tLyyuraemmjvLm1vbNr7+23dJIpypo0EYnqBEQzwSVrAgfBOqliJA4EawfD60m9/cCU5om8g1HKvJgMJA85JWAs3z5sR/d51T0d9yBiQGbsu75dcWrOVHgR3AIqqFDDt796/YRmMZNABdG66zopeDlRwKlg43Iv0ywldEgGrGtQkphpL5/eP8YnxunjMFHmScBT9/dETmKtR3FgOmMCkZ6vTcz/at0Mwisv5zLNgEk6WxRmAkOCJ2HgPleMghgZIFRxcyumEVGEgomsbEJw57+8CK2zmntRc27PK3WniKOEjtAxqiIXXaI6ukEN1EQUPaJn9IrerCfrxXq3PmatS1Yxc4D+yPr8AUWalOo=</latexit>

Wh(1)✓(1)1

<latexit sha1_base64="decY6nBTf1U0Btj0ked3PNb3Ugg=">AAACA3icbZDLSsNAFIYn9VbrLepON8Ei1E1JRNFlQRCXFewF2hgm00kzdDIJMydCCQE3voobF4q49SXc+TZO2yy09YeBj/+cw5nz+wlnCmz72ygtLa+srpXXKxubW9s75u5eW8WpJLRFYh7Lro8V5UzQFjDgtJtIiiOf044/uprUOw9UKhaLOxgn1I3wULCAEQza8syDTnif1ZyTvA8hBTxjL7v2nNwzq3bdnspaBKeAKirU9Myv/iAmaUQFEI6V6jl2Am6GJTDCaV7pp4ommIzwkPY0ChxR5WbTG3LrWDsDK4ilfgKsqft7IsORUuPI150RhlDN1ybmf7VeCsGlmzGRpEAFmS0KUm5BbE0CsQZMUgJ8rAETyfRfLRJiiQno2Co6BGf+5EVon9ad87p9e1Zt2EUcZXSIjlANOegCNdANaqIWIugRPaNX9GY8GS/Gu/Exay0Zxcw++iPj8wdtKJav</latexit>

Wh(1)✓(1)F1

<latexit sha1_base64="twFxUwuKojFsy1dBL52qGyI5gs8=">AAACA3icbZDLSsNAFIYn9VbrLepON8Ei1E2ZiKLLgiAuK9gLtDFMppNm6OTCzIlQQsCNr+LGhSJufQl3vo3TNgtt/WHg4z/ncOb8XiK4Aoy/jdLS8srqWnm9srG5tb1j7u61VZxKylo0FrHsekQxwSPWAg6CdRPJSOgJ1vFGV5N654FJxePoDsYJc0IyjLjPKQFtueZBJ7jPavgk70PAgMzYza5dO3fNKq7jqaxFsAuookJN1/zqD2KahiwCKohSPRsn4GREAqeC5ZV+qlhC6IgMWU9jREKmnGx6Q24da2dg+bHULwJr6v6eyEio1Dj0dGdIIFDztYn5X62Xgn/pZDxKUmARnS3yU2FBbE0CsQZcMgpirIFQyfVfLRoQSSjo2Co6BHv+5EVon9bt8zq+Pas2cBFHGR2iI1RDNrpADXSDmqiFKHpEz+gVvRlPxovxbnzMWktGMbOP/sj4/AFqBJat</latexit>

Wh(0)✓(0)F1

<latexit sha1_base64="AV2KIByMnmgIzddsJhZYbT0C7cg=">AAACAXicbZDLSsNAFIYn9VbrLepGcBMsQt2USVF0WXDjsoK9QBvDZDpphk4uzJwIJcSNr+LGhSJufQt3vo3TNgtt/WHg4z/ncOb8XiK4Aoy/jdLK6tr6RnmzsrW9s7tn7h90VJxKyto0FrHseUQxwSPWBg6C9RLJSOgJ1vXG19N694FJxePoDiYJc0IyirjPKQFtueZRN7jPavgsH0DAgMzZzRq5a1ZxHc9kLYNdQBUVarnm12AY0zRkEVBBlOrbOAEnIxI4FSyvDFLFEkLHZMT6GiMSMuVkswty61Q7Q8uPpX4RWDP390RGQqUmoac7QwKBWqxNzf9q/RT8KyfjUZICi+h8kZ8KC2JrGoc15JJREBMNhEqu/2rRgEhCQYdW0SHYiycvQ6dRty/q+Pa82sRFHGV0jE5QDdnoEjXRDWqhNqLoET2jV/RmPBkvxrvxMW8tGcXMIfoj4/MHFgCV9Q==</latexit>

Wh(0)✓(0)2

<latexit sha1_base64="5m/SZUQH4siO4NNfvxCNyegFGEg=">AAACAXicbZDLSsNAFIYnXmu9Rd0IboJFqJsyEUWXBTcuK9gLtDFMppN26GQSZk6EEuLGV3HjQhG3voU738Zpm4W2/jDw8Z9zOHP+IBFcA8bf1tLyyuraemmjvLm1vbNr7+23dJwqypo0FrHqBEQzwSVrAgfBOoliJAoEawej60m9/cCU5rG8g3HCvIgMJA85JWAs3z5sD++zKj7NezBkQGbsZ27u2xVcw1M5i+AWUEGFGr791evHNI2YBCqI1l0XJ+BlRAGnguXlXqpZQuiIDFjXoCQR0142vSB3TozTd8JYmSfBmbq/JzISaT2OAtMZERjq+drE/K/WTSG88jIukxSYpLNFYSociJ1JHE6fK0ZBjA0Qqrj5q0OHRBEKJrSyCcGdP3kRWmc196KGb88rdVzEUUJH6BhVkYsuUR3doAZqIooe0TN6RW/Wk/VivVsfs9Ylq5g5QH9kff4AFHuV9A==</latexit>

Wh(0)✓(0)1

! Consists of a set of graph convolutional layers, each of which is 
followed by element-wise nonlinearity, i.e., 


! Each layer increases the receptive field by 1-hop neighbors

<latexit sha1_base64="38xyVVIMTOYpCVZWjyEVn/dWpgE=">AAACBHicbVDLSgMxFM3UV62vUZfdBIvQIpQZUXSjFNy4rGAf0I4lk6ZtaJIZkoxQh1m48VfcuFDErR/hzr8x085CWw9cOJxzL/fe44eMKu0431ZuaXlldS2/XtjY3NresXf3miqIJCYNHLBAtn2kCKOCNDTVjLRDSRD3GWn546vUb90TqWggbvUkJB5HQ0EHFCNtpJ5dHN3FZXbkVhJ4AbuKDjkqP6RSJan07JJTdaaAi8TNSAlkqPfsr24/wBEnQmOGlOq4Tqi9GElNMSNJoRspEiI8RkPSMVQgTpQXT59I4KFR+nAQSFNCw6n6eyJGXKkJ900nR3qk5r1U/M/rRHpw7sVUhJEmAs8WDSIGdQDTRGCfSoI1mxiCsKTmVohHSCKsTW4FE4I7//IiaR5X3dOqc3NSql1mceRBERyAMnDBGaiBa1AHDYDBI3gGr+DNerJerHfrY9aas7KZffAH1ucP7DqWWA==</latexit>

h(l+1) = �(z(l))

<latexit sha1_base64="7nlOKocbUIywWrQ7kNBvBoTN9Gg=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBDiJeyKohcl4MVjBPPAZA2zk95kyOzsMjMrhCV/4cWDIl79G2/+jZPHQRMLGoqqbrq7gkRwbVz321laXlldW89t5De3tnd2C3v7dR2nimGNxSJWzYBqFFxizXAjsJkopFEgsBEMbsZ+4wmV5rG8N8ME/Yj2JA85o8ZKD/3HrOSejMhVs1MoumV3ArJIvBkpwgzVTuGr3Y1ZGqE0TFCtW56bGD+jynAmcJRvpxoTyga0hy1LJY1Q+9nk4hE5tkqXhLGyJQ2ZqL8nMhppPYwC2xlR09fz3lj8z2ulJrz0My6T1KBk00VhKoiJyfh90uUKmRFDSyhT3N5KWJ8qyowNKW9D8OZfXiT107J3XnbvzoqV61kcOTiEIyiBBxdQgVuoQg0YSHiGV3hztPPivDsf09YlZzZzAH/gfP4ABVqP0g==</latexit>

h(0) = X



Comparison between spatial and 
spectral design 
! Spectral convolution: Generalizes the notion of convolution by 

following a frequency viewpoint


! Spatial convolution: Generalizes the notion of convolution by 
following a spatial viewpoint


! Strong links exist between both; The practical difference usually 
relies on the receptive field

- Spectral approaches: Every layer can ‘reach’ K-hops neighbors

- Spatial approaches: Each layer can ‘reach’ 1-hops neighbors
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A summary of the GNN landscape 
! Convolutional GNNs: 


! Message passing GNNs:


! Attentional GNNs: 


! Depending on how these functions are instantiated, different 
architectures are obtained; More in the following lecture! 
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<latexit sha1_base64="LUD6JQqBUL1s4HHAdCpvhZijwNc=">AAACYnicbVBNSwMxEM2uX7V+tXrUQ7AIClJ2RdGLInjxJApWC01Zstlpm5rNhiQrlGX/pDdPXvwhpu0e/BoIPN7MvJd5sRLc2CB49/yFxaXlldpqfW19Y3Or0dx+MlmuGXRYJjLdjakBwSV0LLcCukoDTWMBz/HLzbT//Ara8Ew+2omCfkqHkg84o9ZRUWMyiji+xGSmVGhIyoKoES8rIhaUvZQk5sPDbsSPMcll4tTAFmNMuMQkpXbEqCjuysgtZUrk5psWUYb/UJqrdKPx0VHUaAXtYFb4Lwgr0EJV3UeNN5JkLE9BWiaoMb0wULZfUG05E1DWSW5AORM6hJ6DkqZg+sXMvcQHjknwINPuSYtn7PeNgqbGTNLYTU5PMr97U/K/Xi+3g4t+waXKLUg2NxrkAtsMT/PGCdfArJg4QJnm7q+YjaimzLoc6y6E8PfJf8HTSTs8awcPp63rqyqOGtpF++gQhegcXaNbdI86iKEPb8nb9La8T7/uN/2d+ajvVTs76Ef5e180rrkp</latexit>

hi = �
�
Xi, �

j2Ni

 (Xi, Xj))

Functions to be learned! 

<latexit sha1_base64="SQWd1o02t544PxazPCaIXhhI6wc=">AAACXXicbVBNaxsxENVuvh0n3aaHHHoRMQUHitktLemlIdBLTyWBODFYZtFqx7YSrVZIswWz7J/MLbnkr0R29pCPDgge78280bzMKOkwju+DcG19Y3Nre6ez293b/xB9PLhyZWUFDEWpSjvKuAMlNQxRooKRscCLTMF1dvt7qV//A+tkqS9xYWBS8JmWUyk4eiqNcJ5K+ouylVNtIW9qZuayaYlMcXHbsEzO+qNUfqWs0rl3A6xvKJOasoLjXHBV/21SP1QaVbkXXsw4+crJu9wcH6dRLx7Eq6LvQdKCHmnrPI3uWF6KqgCNQnHnxklscFJzi1IoaDqscmC8P5/B2EPNC3CTerW4oV88k9Npaf3TSFfsy4maF84tisx3Lq9xb7Ul+T9tXOH056SW2lQIWjwvmlaKYkmXUdNcWhCoFh5wYaX/KxVzbrlAH2HHh5C8Pfk9uPo2SH4M4ovvvbPTNo5t8pkckT5JyAk5I3/IORkSQR4CEuwEneAx3Ai74f5zaxi0M5/IqwoPnwBpNLeL</latexit>

hi = �
�
Xi, �

j2Ni

 (Xj))

<latexit sha1_base64="Q6s2yNYfJ2txzC62QqvbdE9OPmE=">AAACiHicbVFNbxMxEPUuFEr4CnDkYhEhtQJFu1Wr0gOoggsnVCTSRoqj1ax3kp3W67Vsb6Votb+F/8SNf4PzgURSRrL0/GbmPc84N4qcT5LfUXzv/t6Dh/uPeo+fPH32vP/i5aWrGytxJGtV23EODhVpHHnyCsfGIlS5wqv85ssyf3WL1lGtf/iFwWkFc00zkuADlfV/lhnxj1yslFqLRSdMSX/vuQJ504mc5gfjjN5z0egiiKFvrwVpLirwpQTVfusy6kRtVOO2pECZEra01jrj7Ppwy9LRblUoCLaHWX+QDJNV8Lsg3YAB28RF1v8lilo2FWovFTg3SRPjpy1YT1Jh1xONQxM8YI6TADVU6KbtyrzjbwNT8Fltw9Ger9h/O1qonFtUeahcju52c0vyf7lJ42cfpi1p03jUcm00axT3NV/+Ci/IovRqEQBIS+GtXJZgQfqw7l5YQro78l1weTRMT4bJ9+PB+afNOvbZa/aGHbCUnbJz9pVdsBGT0V70LjqOTuJenMSn8dm6NI42Pa/YVsSf/wCf4cdP</latexit>

hi = �
�
Xi, �

j2Ni

↵(Xi, Xj) (Xj)
�

[Slide inspired from P. Veličković] 



Outline
! From CNNs to GNNs


! Key building blocks of GNNs

- Graph convolution


• A spectral approach 

• A spatial approach


- Local and global pooling

- Loss functions
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How to define pooling on graphs?

! A relatively open question, with ongoing research

! No single way to do coarsening/pooling!

! Methods can be grouped in three main categories:


- topology based pooling

- global pooling

- hierarchical pooling
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Topology based pooling
• Multi-scale graph coarsening: no features involved


• Graclus algorithm (Dhillon et al. 2007)
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Defferrard et al. 2016



Topology based pooling
• Multi-scale graph coarsening: no features involved


• Graclus algorithm (Dhillon et al. 2007)
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Topology based pooling
• Multi-scale graph coarsening: no features involved


• Graclus algorithm (Dhillon et al. 2007)
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Defferrard et al. 2016

• Local greedy way of merging vertices that minimises the normalised cut



Topology based pooling
• Multi-scale graph coarsening: no features involved


• Graclus algorithm (Dhillon et al. 2007)
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Defferrard et al. 2016

• Local greedy way of merging vertices that minimises the normalised cut



Topology based pooling
• Multi-scale graph coarsening: no features involved


• Graclus algorithm (Dhillon et al. 2007)
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Defferrard et al. 2016

• Local greedy way of merging vertices that minimises the normalised cut

• Add artificial nodes to ensure two children for each vertex



Topology based pooling
• Multi-scale graph coarsening: no features involved


• Graclus algorithm (Dhillon et al. 2007)
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Defferrard et al. 2016

• 1D grid pooling: [max(0,1), max(4,5,6), max(8,9,10)]

• Local greedy way of merging vertices that minimises the normalised cut

• Add artificial nodes to ensure two children for each vertex



Global pooling
! Involves node features

! Uses sum/max or neural networks to pool all representation of 

nodes


! Also known as READOUT


! Example: SortPool (Zhang et al. 2018)

- sorts embeddings for nodes according to the structural roles of a graph 
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<latexit sha1_base64="HBdeFV0DH9SbwiyuCbdTxtCRgQQ=">AAACH3icbZDLSgMxFIYz3q23qks3wSK0UKYzxdtGEF0oCFLBXqCtQyZNO8EkMyQZsQx9Eze+ihsXiog738a0nYW2/hD48p9zSM7vR4wq7Tjf1szs3PzC4tJyZmV1bX0ju7lVU2EsManikIWy4SNFGBWkqqlmpBFJgrjPSN2/Px/W6w9EKhqKW92PSJujnqBdipE2lpc9DLwLeAI5QaLE0WNJxTwfeO5dkr8qDIow8Mop2rZdDLzr8a3gZXOO7YwEp8FNIQdSVbzsV6sT4pgToTFDSjVdJ9LtBElNMSODTCtWJEL4HvVI06BAnKh2MtpvAPeM04HdUJojNBy5vycSxJXqc990cqQDNVkbmv/VmrHuHrcTKqJYE4HHD3VjBnUIh2HBDpUEa9Y3gLCk5q8QB0girE2kGROCO7nyNNTKtntgOzf7udOzNI4lsAN2QR644AicgktQAVWAwRN4AW/g3Xq2Xq0P63PcOmOlM9vgj6zvHyQyn0s=</latexit>

hG = mean/max/sum(h(K)
1 , h(K)

2 , ..., h(K)
N )



Hierarchical pooling 
! Involves nodes features

! Aggregates information in a hierarchical way that respects the 

graph structure

! Results in learning clusters

! Example: DiffPool [Ying et al. 2019]
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Outline
! From CNNs to GNNs


! Key building blocks of GNNs

- Graph convolution


• A spectral approach 

• A spatial approach


- Local and global pooling

- Loss functions
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! GNNs typically provide embeddings at a node level  

! These embeddings can be used for learning a downstream task 

How to use GNNs?
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Node 
classification

GNN-based 
embeddings


Graph 
classification

Link prediction

<latexit sha1_base64="FV7uwz6z2ZwZt3qy/rA39CJ2XTU=">AAAB9XicbVDLSgMxFL2pr1pfVZdugkVwIWVGFF1JwYUuK9gHtGPJpJk2NJMZkoxShv6HGxeKuPVf3Pk3ZtpZaOuBwOGce7knx48F18ZxvlFhaXllda24XtrY3NreKe/uNXWUKMoaNBKRavtEM8ElaxhuBGvHipHQF6zlj64zv/XIlOaRvDfjmHkhGUgecEqMlR66ITFDSkR6MznB7V654lSdKfAicXNSgRz1Xvmr249oEjJpqCBad1wnNl5KlOFUsEmpm2gWEzoiA9axVJKQaS+dpp7gI6v0cRAp+6TBU/X3RkpCrcehbyezlHrey8T/vE5igksv5TJODJN0dihIBDYRzirAfa4YNWJsCaGK26yYDoki1NiiSrYEd/7Li6R5WnXPq87dWaV2lddRhAM4hGNw4QJqcAt1aAAFBc/wCm/oCb2gd/QxGy2gfGcf/gB9/gDu7pIf</latexit>

G, X
<latexit sha1_base64="NAJnNcAVo+QYDxBSg4ZkCXSkX/c=">AAAB9XicbVDLSgMxFL3xWeur6tJNsAgupMyIoispuLDLCvYB7VgyaaYNzWSGJKOUof/hxoUibv0Xd/6NmXYW2nogcDjnXu7J8WPBtXGcb7S0vLK6tl7YKG5ube/slvb2mzpKFGUNGolItX2imeCSNQw3grVjxUjoC9byRzeZ33pkSvNI3ptxzLyQDCQPOCXGSg/dkJghJSK9nZziWq9UdirOFHiRuDkpQ456r/TV7Uc0CZk0VBCtO64TGy8lynAq2KTYTTSLCR2RAetYKknItJdOU0/wsVX6OIiUfdLgqfp7IyWh1uPQt5NZSj3vZeJ/XicxwZWXchknhkk6OxQkApsIZxXgPleMGjG2hFDFbVZMh0QRamxRRVuCO//lRdI8q7gXFefuvFy9zusowCEcwQm4cAlVqEEdGkBBwTO8wht6Qi/oHX3MRpdQvnMAf4A+fwDWrpIP</latexit>

G, H

<latexit sha1_base64="nIUQW4waFEvicH3YLCtUSAQQ1Hc=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSxC3ZREFHUhFNy4rGAf0IYwmUzaoZMHMzdCDMVfceNCEbf+hzv/xmmbhbYeuHA4517uvcdLBFdgWd9GaWl5ZXWtvF7Z2Nza3jF399oqTiVlLRqLWHY9opjgEWsBB8G6iWQk9ATreKObid95YFLxOLqHLGFOSAYRDzgloCXXPOgDFz7Ls7HL8TUOakOXn7hm1apbU+BFYhekigo0XfOr78c0DVkEVBCleraVgJMTCZwKNq70U8USQkdkwHqaRiRkysmn14/xsVZ8HMRSVwR4qv6eyEmoVBZ6ujMkMFTz3kT8z+ulEFw6OY+SFFhEZ4uCVGCI8SQK7HPJKIhME0Il17diOiSSUNCBVXQI9vzLi6R9WrfP69bdWbVxVcRRRofoCNWQjS5QA92iJmohih7RM3pFb8aT8WK8Gx+z1pJRzOyjPzA+fwBcNpR5</latexit>

ỹi = f(hi)

<latexit sha1_base64="K4LngadW0lYz2anKBx7iDyaIx14=">AAACKHicbVDLSsNAFJ34rPVVdelmsAi6KYko6kIUXOiygq1CU8JkcmMHJ5MwcyOUkM9x46+4EVHErV/i9IH4OjBwOOce5t4TZlIYdN13Z2JyanpmtjJXnV9YXFquray2TZprDi2eylRfh8yAFApaKFDCdaaBJaGEq/D2dOBf3YE2IlWX2M+gm7AbJWLBGVopqB37KGQERb8M/IRhjzNZnJX0iMZbfq4imwQshC/Ul9suSz/NZG5oLxDbQa3uNtwh6F/ijUmdjNEMas9+lPI8AYVcMmM6nptht2AaBZdQVv3cQMb4LbuBjqWKJWC6xfDQkm5aJaJxqu1TSIfq90TBEmP6SWgnB+ua395A/M/r5BgfdAuhshxB8dFHcS4ppnTQGo2EBo6ybwnjWthdKe8xzTjahqq2BO/3yX9Je6fh7TXci936yeG4jgpZJxtki3hkn5yQc9IkLcLJPXkkL+TVeXCenDfnfTQ64Ywza+QHnI9PB2anwA==</latexit>

ỹG = f( �
i2V

hi)

<latexit sha1_base64="G/LiCQi3/XtP6hsEgazWpeftCQY=">AAACDXicbVDLSsNAFJ3UV62vqEs3g1WoUEoiiroQCm5cVrAPaEOYTCbNtJMHMxMhhPyAG3/FjQtF3Lp35984bbPQ1gMXDufcy733ODGjQhrGt1ZaWl5ZXSuvVzY2t7Z39N29jogSjkkbRyziPQcJwmhI2pJKRnoxJyhwGOk645uJ330gXNAovJdpTKwADUPqUYykkmz9aCApc0mW5nZG66McXkOv5tu0Dn17VO8qcZSf2HrVaBhTwEViFqQKCrRs/WvgRjgJSCgxQ0L0TSOWVoa4pJiRvDJIBIkRHqMh6SsaooAIK5t+k8NjpbjQi7iqUMKp+nsiQ4EQaeCozgBJX8x7E/E/r59I79LKaBgnkoR4tshLGJQRnEQDXcoJlixVBGFO1a0Q+4gjLFWAFRWCOf/yIumcNszzhnF3Vm1eFXGUwQE4BDVgggvQBLegBdoAg0fwDF7Bm/akvWjv2sestaQVM/vgD7TPH/sSmtE=</latexit>

ỹi,j = f(hi, hj ,Wij)



Loss function: Node level task 
! Given labels                                on each node, predict            

labels                               by  minimizing the following loss 
function:


! Example of a loss function per node: Cross entropy loss 
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<latexit sha1_base64="4RuDl6cx5xB2B6DjASDOXCbyPu0=">AAACIXicbVDLSsNAFJ34rPUVdelmsAh1YUlEsRul4MZlBfuAJoTJdNIOnUzCzEQIIb/ixl9x40KR7sSfcdJmoa0HLhzOuZd77/FjRqWyrC9jZXVtfWOzslXd3tnd2zcPDrsySgQmHRyxSPR9JAmjnHQUVYz0Y0FQ6DPS8yd3hd97IkLSiD+qNCZuiEacBhQjpSXPbLJISngDHZmEXkYdyqETIjXGiGXdPIeF7dF66lF4Dh1F2ZBkae7RM8+sWQ1rBrhM7JLUQIm2Z06dYYSTkHCFGZJyYFuxcjMkFMWM5FUnkSRGeIJGZKApRyGRbjb7MIenWhnCIBK6uIIz9fdEhkIp09DXncX1ctErxP+8QaKCpptRHieKcDxfFCQMqggWccEhFQQrlmqCsKD6VojHSCCsdKhVHYK9+PIy6V407KuG9XBZa92WcVTAMTgBdWCDa9AC96ANOgCDZ/AK3sGH8WK8GZ/GdN66YpQzR+APjO8feRujsA==</latexit>

loss =
X

i2V
lossi(yi � ỹi)

<latexit sha1_base64="wAxs+xkIpTgT/RsK3N/4wu6+llc=">AAACAHicbVDLSsNAFJ3UV62vqAsXbgaL4KKEpCi6UQpuXEkF+5A0hMl00g6dTMLMRAihG3/FjQtF3PoZ7vwbp20W2nrgwuGce7n3niBhVCrb/jZKS8srq2vl9crG5tb2jrm715ZxKjBp4ZjFohsgSRjlpKWoYqSbCIKigJFOMLqe+J1HIiSN+b3KEuJFaMBpSDFSWvLNgwd4Cd3Md2ow8+s1aFlWLfNvPd+s2pY9BVwkTkGqoEDTN796/RinEeEKMySl69iJ8nIkFMWMjCu9VJIE4REaEFdTjiIivXz6wBgea6UPw1jo4gpO1d8TOYqkzKJAd0ZIDeW8NxH/89xUhRdeTnmSKsLxbFGYMqhiOEkD9qkgWLFME4QF1bdCPEQCYaUzq+gQnPmXF0m7bjlnln13Wm1cFXGUwSE4AifAAeegAW5AE7QABmPwDF7Bm/FkvBjvxsestWQUM/vgD4zPH1B1k6Y=</latexit>

Y = [y1, y2, ..., yN ]
<latexit sha1_base64="SeyB7i15wU/zJPztgFxm/TokniY=">AAACIHicbVDLSsNAFJ34rPUVdelmsAguSkiKUjdKwY0rqWAfkoYwmUzaoZMHMxMhhH6KG3/FjQtFdKdf47QNVFsPDJx7zr3cucdLGBXSNL+0peWV1bX10kZ5c2t7Z1ff22+LOOWYtHDMYt71kCCMRqQlqWSkm3CCQo+Rjje8GvudB8IFjaM7mSXECVE/ogHFSCrJ1es9SZlP8vsRvIB2UWQj16rCWVGrQsMwqjPhxnH1immYE8BFYhWkAgo0Xf2z58c4DUkkMUNC2JaZSCdHXFLMyKjcSwVJEB6iPrEVjVBIhJNPDhzBY6X4MIi5epGEE/X3RI5CIbLQU50hkgMx743F/zw7lcG5k9MoSSWJ8HRRkDIoYzhOC/qUEyxZpgjCnKq/QjxAHGGpMi2rEKz5kxdJu2ZYZ4Z5e1ppXBZxlMAhOAInwAJ10ADXoAlaAINH8AxewZv2pL1o79rHtHVJK2YOwB9o3z9uJqJ+</latexit>

Ỹ = [ỹ1, ỹ2, ..., ỹN ]



Loss function: Edge level task 
! Given labels                                           on each node, predict         

labels                                          by  minimizing the following loss 
function:
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<latexit sha1_base64="bKPdCrKbK0DoMVepdpiOBLRKLnk=">AAACLnicbZDLSsNAFIYnXmu9RV26GSyCixiSquhGKYjgqlSwF0lDmUyn7dDJhZmJEEKeyI2vogtBRdz6GE7bLGrrDwP/fOccZs7vRYwKaVnv2sLi0vLKamGtuL6xubWt7+w2RBhzTOo4ZCFveUgQRgNSl1Qy0oo4Qb7HSNMbXo/qzUfCBQ2De5lExPVRP6A9ipFUqKPftCVlXZI+ZPASOvklyTqpbZQzA06BsnGigGmaxhSsGtVjO3M7eskyrbHgvLFzUwK5ah39td0NceyTQGKGhHBsK5JuirikmJGs2I4FiRAeoj5xlA2QT4SbjtfN4KEiXdgLuTqBhGM6PZEiX4jE91Snj+RAzNZG8L+aE8vehZvSIIolCfDkoV7MoAzhKDvYpZxgyRJlEOZU/RXiAeIIS5VwUYVgz648bxpl0z4zrbvTUuUqj6MA9sEBOAI2OAcVcAtqoA4weAIv4AN8as/am/alfU9aF7R8Zg/8kfbzC3n5p4c=</latexit>

Ỹ = [ỹ1,2, ỹ2,3, ..., ỹN,N�1]

<latexit sha1_base64="XxrfOfDuT3bxvRBPfT8W1JeZsyE=">AAACDnicbZC7TsMwFIadcivlFmBksagqMYQoKSBYQJVYmKoi0Qtqo8hx3daq40S2gxRFfQIWXoWFAYRYmdl4G9zLAC2/ZOnzf86Rff4gZlQqx/k2ckvLK6tr+fXCxubW9o65u9eQUSIwqeOIRaIVIEkY5aSuqGKkFQuCwoCRZjC8HtebD0RIGvE7lcbEC1Gf0x7FSGnLN0v38BK2Uz9zrfLIghrK1okG27Ytfala1WN35Plm0bGdieAiuDMogplqvvnV6UY4CQlXmCEp264TKy9DQlHMyKjQSSSJER6iPmlr5Cgk0ssm64xgSTtd2IuEPlzBift7IkOhlGkY6M4QqYGcr43N/2rtRPUuvIzyOFGE4+lDvYRBFcFxNrBLBcGKpRoQFlT/FeIBEggrnWBBh+DOr7wIjbLtntnO7WmxcjWLIw8OwCE4Ai44BxVwA2qgDjB4BM/gFbwZT8aL8W58TFtzxmxmH/yR8fkDoxmYrw==</latexit>

Y = [y1,2, y2,3, ..., yN,N�1]

<latexit sha1_base64="qBmkk+pW4QKdnp4ryH2DmVytT9E=">AAACK3icbVDLSsNAFJ3UV62vqks3g0WooCURRTdKUQSXFewDmhAm02k7djIJMxMhhPyPG3/FhS584Nb/cNJmoa0HBg7n3Mudc7yQUalM88MozM0vLC4Vl0srq2vrG+XNrZYMIoFJEwcsEB0PScIoJ01FFSOdUBDke4y0vdFV5rcfiJA04HcqDonjowGnfYqR0pJbvmSBlPAc2jLy3YQe3NuUQ9tHaogRS67TFGYDLq3GYzeFh9BWlPVIEqcTZd8tV8yaOQacJVZOKiBHwy2/2L0ARz7hCjMkZdcyQ+UkSCiKGUlLdiRJiPAIDUhXU458Ip1knDWFe1rpwX4g9OMKjtXfGwnypYx9T09mKeS0l4n/ed1I9c+chPIwUoTjyaF+xKAKYFYc7FFBsGKxJggLqv8K8RAJhJWut6RLsKYjz5LWUc06qZm3x5X6RV5HEeyAXVAFFjgFdXADGqAJMHgEz+ANvBtPxqvxaXxNRgtGvrMN/sD4/gFKhae1</latexit>

loss =
X

i,j2E
lossi(yi,j � ỹi,j)



Loss function: Graph level task 
! Given a set of       graphs with labels                                  on each 

graph, predict labels                                   by  minimizing the 
following loss function:
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<latexit sha1_base64="Ka7mFOgqhYzW2Jkc0+1zucFQPu8=">AAACGHicbZDLSgMxFIYz9VbrbdSlm2AR6sI6I4pulIIbN0IFe4FOHTJp2oYmkyHJCMMwj+HGV3HjQhG33fk2ZtoutPpD4OM/53By/iBiVGnH+bIKC4tLyyvF1dLa+sbmlr2901Qilpg0sGBCtgOkCKMhaWiqGWlHkiAeMNIKRtd5vfVIpKIivNdJRLocDULapxhpY/n2MRNKwUvoqZj7KTfkZg+3MHd9Xkl8Do+gpynrkTTJfH7o22Wn6kwE/4I7gzKYqe7bY68ncMxJqDFDSnVcJ9LdFElNMSNZyYsViRAeoQHpGAwRJ6qbTg7L4IFxerAvpHmhhhP350SKuFIJD0wnR3qo5mu5+V+tE+v+RTelYRRrEuLpon7MoBYwTwn2qCRYs8QAwpKav0I8RBJhbbIsmRDc+ZP/QvOk6p5VnbvTcu1qFkcR7IF9UAEuOAc1cAPqoAEweAIv4A28W8/Wq/VhfU5bC9ZsZhf8kjX+BqZLnug=</latexit>

loss =
MX

m=1

lossm(ym � ỹm)

<latexit sha1_base64="Q9SIvGzDIgrT1yYK1VY4G02wFis=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokoepKCFy9CC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LBzNO0I/oQPKQM2qsVL/vlcpuxZ2BLBMvJ2XIUeuVvrr9mKURSsME1brjuYnxM6oMZwInxW6qMaFsRAfYsVTSCLWfzQ6dkFOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCaz/jMkkNSjZfFKaCmJhMvyZ9rpAZMbaEMsXtrYQNqaLM2GyKNgRv8eVl0jyveJcVt35Rrt7kcRTgGE7gDDy4gircQQ0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD6UrjNE=</latexit>

M
<latexit sha1_base64="sECJarLMJ67UkFBzheHsdKxsg+I=">AAACAHicbVDLSsNAFJ3UV62vqAsXbgaL4KKEpCi6UQpu3AgV7EPSECbTSTt0MgkzEyGEbvwVNy4UcetnuPNvnLZZaOuBC4dz7uXee4KEUals+9soLS2vrK6V1ysbm1vbO+buXlvGqcCkhWMWi26AJGGUk5aiipFuIgiKAkY6weh64nceiZA05vcqS4gXoQGnIcVIack3Dx7gJXQz36nBzK/XoGVZtcy/9Xyzalv2FHCROAWpggJN3/zq9WOcRoQrzJCUrmMnysuRUBQzMq70UkkShEdoQFxNOYqI9PLpA2N4rJU+DGOhiys4VX9P5CiSMosC3RkhNZTz3kT8z3NTFV54OeVJqgjHs0VhyqCK4SQN2KeCYMUyTRAWVN8K8RAJhJXOrKJDcOZfXiTtuuWcWfbdabVxVcRRBofgCJwAB5yDBrgBTdACGIzBM3gFb8aT8WK8Gx+z1pJRzOyDPzA+fwBO8JOl</latexit>

Y = [y1, y2, ..., yM ]
<latexit sha1_base64="A3ajwlewEJFNHrmGtgJWT4OXc28=">AAACIHicbVDLSsNAFJ34rPUVdelmsAguSkiKUjdKwY0boYJ9SBrCZDJph04ezEyEEPopbvwVNy4U0Z1+jdM2UG09MHDuOfdy5x4vYVRI0/zSlpZXVtfWSxvlza3tnV19b78t4pRj0sIxi3nXQ4IwGpGWpJKRbsIJCj1GOt7waux3HggXNI7uZJYQJ0T9iAYUI6kkV6/3JGU+ye9H8ALaRZGNXKsKZ0WtCg3DqM6EG8fVK6ZhTgAXiVWQCijQdPXPnh/jNCSRxAwJYVtmIp0ccUkxI6NyLxUkQXiI+sRWNEIhEU4+OXAEj5XiwyDm6kUSTtTfEzkKhchCT3WGSA7EvDcW//PsVAbnTk6jJJUkwtNFQcqgjOE4LehTTrBkmSIIc6r+CvEAcYSlyrSsQrDmT14k7ZphnRnm7WmlcVnEUQKH4AicAAvUQQNcgyZoAQwewTN4BW/ak/aivWsf09YlrZg5AH+gff8AbKGifQ==</latexit>

Ỹ = [ỹ1, ỹ2, ..., ỹM ]

<latexit sha1_base64="6ZP0+gxg11+Sm0bC6jFO97XyVpw=">AAACK3icbVDLSgMxFM34rPVVdekmWAQFKTOi6EYR3bhUsK3QKUMmk7HBJDMkd4QS5n/c+CsudOEDt/6H6WPh60DgcM495N4T54Ib8P03b2JyanpmtjJXnV9YXFquray2TFZoypo0E5m+jolhgivWBA6CXeeaERkL1o5vzwZ++45pwzN1Bf2cdSW5UTzllICTotppCFwkzPbLSOIjnEbWpZOsgHIrtL3Iyh1ehmXEd3CYZpoIgXnIFQ4lgR4lwrbK7ahW9xv+EPgvCcakjsa4iGpPYZLRQjIFVBBjOoGfQ9cSDZwKVlbDwrCc0FtywzqOKiKZ6drhrSXedEqC3S7uKcBD9XvCEmlMX8ZucrCj+e0NxP+8TgHpYddylRfAFB19lBYCQ4YHxeGEa0ZB9B0hVHO3K6Y9ogkFV2/VlRD8Pvkvae02gv2Gf7lXPzke11FB62gDbaEAHaATdI4uUBNRdI8e0Qt69R68Z+/d+xiNTnjjzBr6Ae/zCxfPqCo=</latexit>

ỹm = freadout({hm,i}i, 8i 2 V)



Some practical aspects 
! Data pre-processing: Normalization of the attributes is important 


! Optimizer: ADAM is often a good starting point


! Learning rate: Probably the most important hyperparameters  


! Activation function: ReLU often works well (other options are possible e.g., 
LeakyReLU)


! Batch size: Should be a good compromise between performance and size. Smaller 
batches are usually better, and 32 is a good starting point 


! Embedding dimensions: 32, 64, 128 are often good starting points


! Start always with shallow models: deep models may be harder to optimize, and do 
not necessarily improve the performance  
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Summary
! Graph neural networks are designed based on a generalization of 

deep learning techniques on graphs


! Their key ingredients are:

- Parameter sharing across nodes (permutation invariance)

- Local exchange of information and neighbourhood aggregation on the graph 

(e.g., graph convolution)

- Graph subsampling/pooling (mainly used for graph level tasks) 


! GNNs provide ways of computing node/edge/graph embeddings 
by exploiting structure (i.e., graphs) and node attributes


! We discuss state-of-the-art architectures in the next lecture! 
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