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Deep learning model
Powerful tool with different limitation

What are the limitations of a deep learning model have ?



Deep learning models
Limitations

• Huge amount of labeled data


• Can not use unlabelled data


• Can be trained and build for one task 


• Face challenges to adapt to new tasks/datasets


• Out of distribution issue 



Foundation model
Definition 

A foundation model is any model that is trained on broad data and can 
be adapted to a wide range of downstream tasks



Foundation models

Emergence:
Manifesting novel capabilities Deployment across diverse application

Homogenisation



Graph neural network

• GNNs yield to many improvements in different tasks like: graph classification, link prediction and 
node classification…


• GNN suffer from many limitations, what are these limitations and their causes ?



GNNs
Limitation and causes

Expressive power issue:

GNNs relies on message passing: 

Difficulties to distinguish certain types of non-isomorphic graphs



GNNs

• Inability to Distinguish Certain Graphs:


a. GNNs can fail to differentiate between structurally similar but non-
isomorphic graphs 

• Over-Smoothing:


b. As layers increase, node representations become too similar


• GNNs struggle to capture higher-order relationships or motifs in the graph



Could graph foundations models 
represent the next frontier in 

graph machine learning ?



Graph foundation model

Can we easily achieve and build a 
graph foundation model ? What are 

the challenges ?



Language foundation models

• LLMs are trained on extensive and diverse datasets 


• Trained using self-supervised learning


• Tackle a broad spectrum of downstream tasks

How these LLMs achieve such performance ? 
What are the key components ?



LLMs

Language data

• Language data is Euclidean, hence easy to model


• Rich of semantic information 


• The quality and the quantity of this type of data enhance knowledge 
transferability 



LLMs
Backbone architecture Unified learning paradigms

Pretrain and fine tune

Pretrain, prompt and predict



Graph Foundation models

Can you give based on the aforementioned key components, what are the 
essential abilities that we want to have in GFM ? A definition of GFM ?



GFM
Definition

A graph foundation model (GFM) is a model that is expected to benefit from the 
pre-training of broad graph data, and can be adapted to a wide range of 
downstream graph tasks.


Manifesting novel capabilities Deployment across diverse application

HomogenisationEmergence:



Challenges
Impact from graph data

Graph type:


• Homogeneous and heterogeneous graphs (difficulties to 
define a unified backbone)


• Dynamic graph that poses additional challenges 


Graph scale:


• Large graph impose higher demands on the capacities of 
GFM (long range dependency)


Graph diversity:


• Same domain graph or cross domain graphs




Challenges
Impact from graph tasks



LLMs Vs GFMs



GFMs



GNN based models
Backbone architecture



GNN based models
Pre-training

• Contrastive methods: aim to maximise mutual information between different 
views


• Same scale contrastive learning: Consider different subgraphs of the same 
nodes as positive examples


• Cross scale contrastive learning: compares two graph views at different 
levels (node and graph embeddings)


• Generative methods; graph reconstruction that aim to reconstruct specific 
parts of given graphs



GNN based models
Adaptation

Fine tuning Pre-prompt Post-prompt

What are the limitations of these approaches ?



LLMs based models
Backbone architecture



LLMs based models
Pre-training and fine tuning

What are the limitations of these approaches ?



GNN+ LLMs based models



Conclusion

• GFMs target to build model that can handle different tasks


• Multiple challenges are present


• Graph data is challenging


• Graph tasks are very different


• Can you think about some biomedical application where you can apply one of 
the aforementioned technics ? If not why is it not possible ?



EE-626: Graph 
representations for 

biology and medicine

Vincent Jung

Applications: 
Graph 

Foundation 
models



My research 2

A C G _ A C G T _ C G T

A C G T A C G T A C G T

Masking

A C G T A C G T G C G T

Self-supervised learning on 
RNA sequences …

... can create complex 
representations with 

structural information …

…which can then be used 
for many downstream 

tasks.

1

2

1. Yin, Weijie, et al. "ERNIE-RNA: An RNA Language Model with Structure-enhanced Representations." bioRxiv (2024): 2024-03.
2. Wang, N., Bian, J., Li, Y. et al. Multi-purpose RNA language modelling with motif-aware pretraining and type-guided fine-tuning. Nat Mach Intell 6, 548–557 
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A foundation model 
for clinician-centered 
drug repurposing

Kexin Huang, Payal Chandak, 
Qianwen Wang, Shreyas Havaldar, 
Akhil Vaid, Jure Leskovec, Girish N. 
Nadkarni, Benjamin S. Glicksberg, 
Nils Gehlenborg & Marinka Zitnik
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Goal: Drug 
repurposing

● Find new use for an already approved drug 
since drugs can have a pleiotropic effect

● ~30% of FDA-approved drugs are issued a 
new indication post-approval

● Most of these new purposes are found semi-
randomly, through observation by clinicians 
or reported patient experience

● Why:
○ Lower costs of development (drug is 

already tested for safety)

○ Potential to find new use for existing drugs 
on rare diseases (7000 rare diseases, 5-
7% have a FDA-approved drug)

4
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How: Drug 
repurposing

● Previous methods assume that we 
have either a strong understanding of 
the disease, and/or existing 
treatments for the disease.

● This may not be the case for rare 
diseases

5
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1. Chandak, P., Huang, K. & Zitnik, M. Building a knowledge graph to enable precision medicine. Sci Data 10, 67 (2023). https://doi.org/10.1038/s41597-023-01960-
3

Disease and drug nodes 
have multiple features 
associated, all in text, that 
include:

● Disease: definitions, 
prevalence, 
epidemiology, clinical 
descriptions and 
management/treatme
nt, symptoms, 
causes, risk factors, 
complications, and 
prevention

● Drug: description, 
indication, 
mechanism of action, 
Anatomical 
Therapeutic Chemical 
(ATC) code, 
pharmacodynamics, 
half-life, protein 
binding information, 
and pathways

Data : Knowledge graph
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This work leverages 
PrimeKG1 made by 
the same group. 

MF: molecular function
BP: biological process
CC: cellular component PPI: 
protein-protein interactions
DO: disease ontology, 
MONDO: MONDO disease 
ontology
Entrez: Entrez gene
GO: gene ontology
UMLS: unified medical 
language system
HPO: human phenotype 
ontology
CTD: comparative 
toxicogenomics database 
SIDER: side effect resource.
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1. Chandak, P., Huang, K. & Zitnik, M. Building a knowledge graph to enable precision medicine. Sci Data 10, 67 (2023). https://doi.org/10.1038/s41597-023-01960-
3

Data : Knowledge graph
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● Heterogeneous KG: G=(V,E,TR)

○ nodes i ∈ V, edges ei,j = (i,r,j)

○ r ∈ TR, relationship type

○ each node v ∈ TV, node type set

● Given a disease i and a drug j, we want to predict the likelihood of 

drug j being indicated and contraindicated for disease i

Problem definition 8
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● Heterogenous GNN encoder

● Disease similarity metric learning

● Pretraining followed by drug-disease centric, full-graph fine-tuning

● Graph explanation module to retain sparse set of Edges relevant for 

a given prediction

TxGNN Framework 9
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● TxGNN uses a RGCN2 architecture, which updates node

representations at each layer by multiplying the neighbors’ previous

representations using relationship-specific weights. 

● Given a node embedding at layer l hi
(l) for node i and its

neighborhood with relations r Ni,r :

● Message from neighbor: mr,i
(l) =σj ∈Ni,r

Wr,M
(l) hj

(l−1)

● Update node embedding: hi
(l) = hi

(l-1) +σTR
mr,i

(l)

TxGNN: GNN Encoder 10

2. Schlichtkrull, Michael, et al. "Modeling relational data with graph convolutional networks." The semantic web: 15th international conference, ESWC 
2018, Heraklion, Crete, Greece, June 3–7, 2018, proceedings 15. Springer International Publishing, 2018.
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● Each drug-disease (i,j) pair is given the likelihood of a 

(contra)indication by the following equation: 

TxGNN: GNN Encoder 11

2. Schlichtkrull, Michael, et al. "Modeling relational data with graph convolutional networks." The semantic web: 15th international conference, ESWC 
2018, Heraklion, Crete, Greece, June 3–7, 2018, proceedings 15. Springer International Publishing, 2018.
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TxGNN: Training 12

● TxGNN is first pre-trained on predicting the presence of a 
relationship r between two entities i and j to which we assign the 
probability pi,r,j . Positive pairs comprise all existing pairs with a 
connecting edge, negative pairs are sampled from non-connected 
pairs. The model maximizes pi,r,j  for positive pairs and minimizes it 
for negative ones.

● It is then fine-tuned via the same training principle but only focusing 
on drug-disease pairs. 
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TxGNN: Disease distance metric 
learning

13
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● In the KG, rare diseases have significantly less relevant nodes and 
edges -> low quality embeddings

● Their solution:
○ add an auxiliary embedding (different from the one learned by the GNN) 

which they call “disease signature vector”
○ aggregate it with original embedding
○ add gating mechanism to modulate between original and auxiliary 

embedding
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TxGNN: Disease distance metric 
learning

14

● For disease i, signature vector is defined as:
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: set of gene/protein

: set of disease node

: set of effect/phenotype

: set of exposure

In the 1-hop neighborhood of node i 
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TxGNN: Disease distance metric 
learning

15

● Similarity sim(i,j) is defined as the dot product between pi and pj

● The top k most similar diseases are taken and their GNN 
embeddings are averaged, using the normalized similarity scores as 
weights : 
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TxGNN: Disease distance metric 
learning

16

● The final embedding is the weighted average between the GNN 
embedding and the similarity embeddings, with weights defined by a 
variable c dependent on the degree of node i

● The rationale is that a node with a higher degree has more 
information and thus is not required to rely on the similarity 
embedding as much.
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● Test set with already seen drug and disease

Evaluation : Random split 17
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● Test set with disease with no known drug

Evaluation : Zero-shot prediction 18
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● Shortcut learning can happen: even if a disease does not have any 
associated drugs during training, if it has a very similar disease in the 
training set, the model can simply output the drugs for that disease

● Holding out entire disease groups to evaluate true(r) generalisation 
performance

● Disease groups considered:
○ Diabetes-related
○ Adrenal gland diseases
○ Autoimmune disease
○ Anemia
○ Neurodegenerative

Evaluation : Held-out entire groups of 
diseases

19
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○ Mental health disorders
○ Metabolic disorders
○ Cardiovascular diseases
○ Cancerous diseases 
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20Evaluation : Held-out entire groups of 
diseases
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• The KG contains official drug-disease indication and contraindication

• Electronic medical records contain disease information and 
prescribed treatment, which contains off-label use information

• Log(odds_ratio) is calculated for drug-disease pairs and is evaluated 
against predicted drug-disease combos

Evaluation : Are new predicted drug-
disease combo relevant?

E
E

-6
2
6

 /
 A

p
p
lic

a
ti
o
n
s
: 
F

o
u
n
d
a
ti
o
n

 m
o

d
e

ls

V
in

c
e

n
t 

Ju
n

g
 

21



Evaluation : Are new predicted drug-
disease combo relevant?
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As ranked by TxGNN : 



TxGNN: Interpretability 25

● Post-training edge dropout to find relevant subgraph for a prediction

E
E

-6
2
6

 /
 A

p
p
lic

a
ti
o
n
s
: 
F

o
u
n
d
a
ti
o
n

 m
o

d
e

ls

V
in

c
e
n
t 

Ju
n
g
 



TxGNN: Interpretability 26

● Gating mechanism is trained to minimize discrepancy in predicted
probabilities and to maximize the number of opened gates.

● After this training, edges where z = 0 are dropped. We are left with a 
subgraph meant to explain TxGNN’s predictions. 
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Can be used to rank edges



● Keeping those subgraphs instead of the whole KG minimally reduces
performance (AUPRC=0.890 -> 0.886).

● Excluding edges deemed important (importance score > 0.5), 
performance drops significantly (AUPRC=0.890 -> 0.628)

TxGNN: Interpretability 27
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TxGNN: Interpretability results 28

● Subgraphs for predicted drug-disease are medically relevant
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TxGNN: Interpretability results 29

● Subgraphs for predicted drug-disease serve as good explanations to 
experts
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Conclusions 30

E
E

-6
2
6

 /
 A

p
p
lic

a
ti
o
n
s
: 

F
o
u
n
d
a

tio
n

m
o

d
e

ls

V
in

c
e
n
t 

Ju
n
g
 

To summarize:

- TxGNN pre-trains on link prediction in a KG, then fine-tunes on predicting drug-
disease relationships

- Disease metric learning improves performance for rare diseases
- It beats many other models, especially when tested on unseen disease groups

- TxGNN explainer gives relevant subgraphs for predictions

My opinions: 

- Framework could easily be expanded to other uses (PPI, disease 
understanding)

- Interpretability method was a good showcase for GNNs



Haiteng Zhao, Shengchao Liu, 
Chang Ma, Hannan Xu, Jie Fu, Zhi-
Hong Deng, Lingpeng Kong, Qi Liu

GIMLET: A Unified 
Graph-Text Model for 
Instruction-Based 
Molecule Zero-Shot 
Learning

31
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Goal: Zero-Shot molecular 
property prediction

● Molecular datasets are limited because experiments can be 
expensive, thus supervised setting is not desirable, especially for 
tasks with very small labeled datasets

● Additional information provided in text form often not taken into 
account. 

-> Embed molecule and text together, can prompt specific tasks

32
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How: Zero-Shot molecular 
property prediction

● Previous methods generally used either SMILES representation or a GNN to 
embed molecular graph.

33

Original  by F dardel , sli ght edit by DMacks,  CC BY-SA 3.0 <http:/ /creativecomm ons.org/li censes/by-sa/3.0/>,  v ia Wikimedia 

Comm ons

SMILES representation

This is ciprofloxacin… 

LLM GNN
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GIMLET: Unified Graph-Text 
Transformer

34
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● GIMLET uses the full graph and text as input to one single 
transformer-based model. 



GIMLET: Unified Graph-Text 
Transformer 

35
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● Given a graph G with n nodes and a text input T with m tokens, 
graph nodes and text tokens are represented as tokens. This results 
in hidden state:

H = [h1,...,hn,hn+1,...,hn+m]



GIMLET: Unified Graph-Text 
Transformer 

36
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● Attention is modified to let text tokens attend to graph tokens, but 
graph tokens can only attend to other graph tokens



GIMLET: Unified Graph-Text 
Transformer 

37
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● Token embeddings: H = [h1,...,hn,hn+1,...,hn+m]

● Attention coefficient between two tokens: 

Scaled Dot-

Product self-
attention 

(unmodified)

Bias (modified)



GIMLET: Unified Graph-Text 
Transformer 

38
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● Bias:

● : 



GIMLET: Unified Graph-Text 
Transformer 

39
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● Bias:

● : 

● : Mean pooling of edge features of Shortest path between i and j 



Data: Paired Graph and text 40
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Data: Paired Graph and text
Pre-training dataset

41
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Data: Paired Graph and text
Downstream tasks, classification

42

Some labeled datasets are 

transformed into instruction 
prompts.
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Data: Paired Graph and text
Downstream tasks, regression

43
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Results: Better than other ZS 
methods

44
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Results: Effectivness of framework 45
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Examples are given to the model in the prompt, and it is fine-tuned.

Results: Few-Shot fine-tuning
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To summarize:

- GIMLET uses a unified graph-text module. 
- Attention is decoupled and masked

- ZS performance is better than other methods 

My opinions: 

- Few-Shot fine-tuning is odd to me
- Wonder how perofrmance would be with newer LLMs
- Agentic behavior ? CoT


