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1 Introduction to Linear Programming

In the last lecture we talked about dynamic programming approaches in reinforcement learning (RL), like value and
policy iteration. Having a policy we evaluate it using the value function corresponding to that policy. Given the value
we can take greedy actions to improve the policy. We also talked about model-based and model-free RL algorithms. In
model-based you know the probability of which state you land on given the current state and an action. In model-free
algorithms this is not the case.

In this lecture, we look at RL from the linear programming perspective. First, let’s recall the RL setup:

• Goal: make sequential decision in an unknown environment.

• Markov decision process M = (S,A,P, r, µ, γ) where S is the state space, A is the action space, P denotes the
transition probabilities, r is the reward function, µ is the initial state distribution, and γ is the discount factor.

• Stationary stochastic policy π : S → ∆(A), at ∼ π(.|st).

• State-value function Vπ(s) := E
[∑∞

t=0 γ
tr(st, at)|s0 = s, π

]
.

• Performance objective: maxπ (1 − γ)
∑

s∈S µ(s)Vπ(s).

1.1 Bellman Optimality Condition

Remember that the optimal policy maximizes the value function i.e. V∗ = maxπ∈Π Vπ(s), and V∗ satisfies the Bellman
optimality equation which can be written as a feasibility problem:

min
V

0

s.t V(s) = (TV(s)) := max
a∈A

r(s, a) + γ
∑
s′∈S

P
(
s′|s, a

)
V(s′)

 , ∀s ∈ S,
(1)

where T is the Bellman operator.
Bellman operator has two important properties:

• It is a γ-contraction mapping w.r.t. l∞-norm:

||TV ′ − TV ||∞ ≤ γ||V ′ − V ||∞.

• It is monotonic (component-wise):
V ′ ≤ V ⇒ TV ′ ≤ TV.

The Bellman equality constraint (Equation 1) in non-linear with respect to V due to the maximisation over A. Now
we will turn it into a linear inequality.



LIONS @ EPFL Reinforcement Learning Prof. Volkan Cevher

Figure 1: Graphical interpretation of Bellman inequality

1.2 Relaxation of Bellman Optimality Condition

To make the Bellman equality linear we remove the maximization and turn the equality into an inequality that holds for
all actions a ∈ A:

V(s) ≥ r(s, a) + γ
∑
s′∈S

P
(
s′|s, a

)
V(s′), ∀s ∈ S, a ∈ A, (2)

which is the same as V(s) ≥ TV(s),∀s ∈ S, a ∈ A. Given the monotonicity property of the Bellman operator, by
successively applying the this operator we have:

V ≥ TV ≥ T 2V ≥ ... ≥ T∞V = V∗.

As a result, V∗ is the value function with the lowest value that satisfies the Bellman inequality (Equation 2). Figure 1
shows a graphical interpretation of the Bellman inequality. The Blue region illustrates the feasibility region i.e. the space
of all value functions satisfying the Bellman inequality. V∗ is the function with the lowest value in this space. This
interpretation leads us to the primal formulation of linear programming which we discuss next.

2 Linear Programming: The Primal and Dual Formulation

2.1 Primal LP Formulation

Definition 1 (Primal LP). Let µ(s) > 0,∀s ∈ S be the initial distribution. Then, the primal LP is given by:

min
V

(1 − γ)
∑
s∈S

µ(s)V(s)

s.t V(s) ≥ r(s, a) + γ
∑
s′∈S

P
(
s′|s, a

)
V(s′), ∀s ∈ S, a ∈ A.

(3)

Lemma 2.1 (LP Formulation and V∗). V∗ is the unique optimal solution to the above LP formulation for any positive weights
{µ(s)}.

Proof. Based on the primal LP (Equation 3), and the Bellman optimality operator (Euqation 1), V∗ is in the feasibility
region of the Primal LP because:

V∗(s) = (TV∗)(s) ≥ r(s, a) + γ
∑
s′∈S

P
(
s′|s, a

)
V∗(s′), ∀(s, a) ∈ S ×A.

2
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Due to component-wise monotonicity, for any feasible V , we have V(s) ≥ TV(s),∀s ∈ S, a ∈ A, and as a result V ≥ TV .
Thus,

V ≥ TV ≥ T 2V ≥ ... ≥ T∞V = V∗,

which implies the optimality of V∗.
The uniqueness of V∗ is followed by the contractivess of T .

□

Remark.

• The number of decision variables of the primal is |S|, and its number of constraints is |S||A|.

• Given V∗, we can determine an optimal (deterministic) policy greedily as follows:

π∗ ∈ arg max
a∈A

r(s, a) + γ
∑
s′∈S

P
(
s′|s, a

)
V∗(s)

 . (4)

• The factor (1 − γ) in the objective will ensure that the dual LP variables, which we will see next, are in the simplex.

2.2 Dual Formulation

Definition 2 (Dual LP). From linear programming, we know that the dual LP of primal(Equation 3) is given by the following.

max
λ

∑
s∈S

∑
a∈A

r(s, a)λ(s, a)

s.t
∑
a∈A

λ(s, a) = (1 − γ)µ(s) + γ
∑

s′∈S,a′∈A

P
(
s|s′, a′

)
λ(s′, a′), ∀s ∈ S,

λ(s, a) ≥ 0, ∀s ∈ S, a ∈ A.

(5)

Remark.

• The number of decision variables is given by |S||A|. Note that this is bigger than the decision variables of the primal
which is |S|.

• The number of constraints is given by |S| + |S||A|.

• The constraints imply the decision variables are probabilities: λ ∈ ∆([|S||A|]).

• The solution to the dual LP λ∗ corresponds to the state-action occupancy of π∗ which we define below.

Definition 3 (Occupancy Measure). The occupancy measure for an initial distribution µ and a policy π is defined as follows:

λπµ(s, a) = (1 − γ)
∞∑

t=0

γtP (st = s, at = a|s0 ∼ µ, π) , (6)

where P (.|s0 ∼ µ, π) denotes the probability of an event when following policy π starting from s0 ∼ µ.

Based on the definition of the expected value the occupancy measure can be compute by:

λπµ(s, a) = (1 − γ)E

 ∞∑
t=0

γt
1 (st = s, at = a|s0 ∼ µ, π)

 , (7)

which indicates that for a given policy π and initial distribution µ, the occupancy measure at state-action pair (s, a) is
the normalized discounted visitation frequency of the pair (s, a) when π is played. Intuitively, the dual objective tries to
find an occupancy of state-action pairs which leads to a high reward.

Figure 2 illustrates the occupancy measure for two different policies for different values of γ. As shown in the first
row of this figure, a higher discount factor gives a better view on where the policy is leading us. On the other hand for

3
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Figure 2: Visualization of policy (leftmost column) and the occupancy measure for different values of γ. The arrows on
the leftmost subplots indicate the actions dictated by the policy in each state.

a random policy which does not lead anywhere specific (the second row), the difference between a higher and lower
discount factors is less evident.

Using the definition of occupancy measure, we can get from the primal objective, (1 − γ)Es∼µ [Vπ(s)], to the dual
objective,

∑
s∈S,a∈A λ

π(s, a)r(s, a), as shown below:

(1 − γ)Es∼µ
[
Vπ(s)

]
= (1 − γ)E

 ∞∑
t=0

γtr(st, at)|s0 ∼ µ, π


= (1 − γ)E

 ∞∑
t=0

∑
s∈S,a∈A

γt
1(st = s, at = a)r(s, a)|s0 ∼ µ, π


= (1 − γ)

∑
s∈S,a∈A

∞∑
t=0

γtP (st = s, at = a|s0 ∼ µ, π) r(s, a)

=
∑

s∈S,a∈A

λπ(s, a)r(s, a).

Example 1. To intuitively understand the dual objective, consider the following example: you like the food served in
cafeteria X, and eating their food makes you happy! If your goal is to be happy (reward), you go there often and
your occupancy measure has higher values around that cafeteria. At the same time, you have a budget which does not
allow eating cafeteria X’s food every day (environment’s constraints). This will add some constraints to your occupancy
measure. What the dual LP does is that it maximizes the occupancy measure around the areas with higher reward while
satisfying the constraints enforced by the environment.

For any λ feasible to the dual LP, we can define a policy using

πλ(a|s) =
λ(s, a)∑

a∈A(λ(s, a))
.

In other words, to get to the policy from the occupancy measure, for each state s we normalize the occupancy mea-
sures for s to obtain a probability distribution over all actions a ∈ A. When

∑
a∈A λ(s, a) = 0, we set πλ(, |s) arbitrarily. Now

given this policy πλ, if we compute the occupancy measure we obtain λ, meaning λπλ = λ.

4
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2.3 Finding the Optimal Policy

• Primal LP approach: Solve primal LP to obtain for the optimal value function V∗, then construct an (deterministic)
optimal policy greedily:

π∗(s) ∈ arg max
a∈A

r(s, a) + γ
∑
s′∈S

P
(
s′|s, a

)
V∗(s′)

 .
• Dual LP approach: Solve the dual LP to obtain an optimal state-action occupancy λ∗, then construct a (randomized)

optimal policy by:

π∗(a|s) =
λ∗(s, a)∑

a∈A(λ∗(s, a))
.

2.4 Occupancy measure and the Value Function

The relation between the occupancy measure and the value function is given by (1 − γ)Vπ(µ) =
〈
λπµ, r

〉
.

Derivation:

Vπ(µ) = E

 ∞∑
t=0

γtr(st, at)|s0 ∼ µ, π


= E

 ∞∑
t=0

γt
∑
s,a

r(s, a)1(st = s, at = a)|s0 ∼ µ, π


=

∑
s,a

r(s, a)E

 ∞∑
t=0

γt
1(st = s, at = a)|s0 ∼ µ, π

 (Linearity of expectation)

=
∑
s,a

r(s, a)
∞∑

t=0

γtP (st = s, at = a|s0 ∼ µ, π) (Dominated convergence theorem)

=

∑
s,a r(s, a)λπµ(s, a)

1 − γ

=

〈
λπµ, r

〉
1 − γ

⇒ (1 − γ)Vπ(µ) = ⟨λmuπ, r⟩ .

2.5 A More Compact Notation of the Primal and Dual

To obtain a more compact notation of the primal and dual LP we introduce the following notations:

• We write the transitions as a matrix P with dimension (|S||A| × |S|), where each entry in row (s, a) ∈ S × A and
column s′ ∈ S is the probability of getting to state s′ from state s with action a: P (s′|s, a). P is a block matrix with
the (|S| × |S|)-matrix Pai stacked |A| times:

P =


Pa1

...
Pa|A|

 ,
where

Pai =


P (s1|s1, ai) . . . P

(
s|S||s1, ai

)
...

...
P
(
s1|s|S|, ai

)
. . . P

(
s|S||s|S|, ai

)
 .

• We consider E a binary matrix of dimension (|S||A| × |S|) defined by E(s,a),s′ =

1 if s = s′

0 else
.

5
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E is a block matrix with the |S| × |S| identity matrix stacked |A| times:

E =


I|S|
...

I|S|

 .
• We use r, λ ∈ R|S||A| to represent matrices with entries r(s, a) and λ(s, a) at index (s, a) ∈ S ×A, respectively.

• We use µ,V ∈ R|S| to represent vectors with entries µ(s), and V(s) at index s ∈ S, respectively.

Given the above notation we can write (EV)(s, a) = V(s), and (PV)(s, a) =
∑

s′ P (s′|s, a) V(s′), and define the primal and
the dual as follows:

Primal LP:

min
V∈R|S|

(1 − γ) ⟨µ,V⟩

s.t. EV ≥ r + γPV.

Dual LP:

max
λ∈R|S||A|

⟨λ, r⟩

s.t. ETλ = (1 − γ)µ + γPTλ, λ ≥ 0.

Table 1 summarizes the important properties of the primal and dual LP.

Primal Dual

Over value functions. Over occupancy measures.
|S| decision variables. |S||A| decision variables.
|S||A| constraints. |S| + |S||A| constraints.
For all V that is a primal feasible, V∗ ≤ V . For all policy π, the induced λπ is dual feasible.
Optimal value function V∗ is the optimizer. For all λ that is dual feasible πλ has occupancy measure λ.
Optimal policy is the associated greedy policy. Optimal policy is the associated random policy πλ

∗

.

Table 1: Overview of important properties of the primal and dual LP.

2.6 Dynamic Programming vs Linear Programming

In dynamic programming we use Value Iteration and Policy Iteration to find optimal value function and policy respec-
tively using the Bellman Operator. In linear programming we solve the primal or dual LP using LP solvers like the
Simplex and Interior Point methods, and find the optimal value function and occupancy measure respectively. Table 2
compares these two approaches together.

Dynamic Programming Linear Programming

Solved via simple iterative updates. Solved using rich library of fast LP solvers.
Polynomial complexity in |S| and |A| and (1 − γ)−1. Polynomial complexity in |S| and |A| but not in (1 − γ)−1.
Works better for short horizon problems. Works better for long horizon problems.

Table 2: Comparison of dynamic and linear programming.

Overall LP has the advantages of being an optimization problem for which many algorithms exists. However, it has
a large number of variables which is not desirable.

Next, we will see how the primal and the dual problems can be combined into a single problem.

6
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3 The Lagrangian

3.1 Min-max Optimization

Consider the following constrained problem:

min f (x)
s.t. Ax = b.

We write it as if it did not have a constraints by adding a term to the objective which is∞when constraints are violated
and zero otherwise:

min
x
{ f (x) +max

y
⟨y,Ax − b⟩}.

As f (x) does not depend on y, we can take the max out and obtain a min-max problem:

min
x

max
y
{ f (x) + ⟨y,Ax − b⟩}.

We can apply this idea to the primal and dual, write the objective of the primal, and put the constraint in the objective
as an extra term using λ as the second variable. This is called the Saddle point formulation:

min
V

max
λ≥0

(1 − γ) ⟨µ,V⟩ + ⟨λ, r + γPV − EV⟩ .

Now we formalize the concepts described above.

Definition 4 (Bilinear min-max template).

min
x∈X

max
y∈Y

f (x) + ⟨Ax, y⟩ − h(y),

where X ⊆ Rp, and Y ⊆ Rn,

f : X → R, and h : Y → R are convex.

(8)

Definition 5 (Convex-Concave min-max template). In a more general form, the above formulation can be written in the follow-
ing compact form called the Convex-Concave min-max template:

min
x∈X

max
y∈Y

ϕ(x, y), (9)

where ϕ(x, y) is convex in x and concave in y.

Given the min-max problem above, we define the gradient vector as V(z) =
[
∇xϕ(x, y) − ∇yϕ(x, y)

]
where z =

[
x, y

]
.

Now let’s consider a simple bilinear problem:
min
x∈X

max
y∈Y

xy.

The solution to this problem is the point of origin (see Figure 3). The gradient descent ascent cannot reach this solution
because at each point zk, the gradient V(zk) follows a direction perpendicular to the direction of the vector from the point
of origin to zk. As a result following the gradient we move outwards and never reach the point of origin. But what
if instead of departing from zk at the direction of the gradient at zk and landing on zk+1, we land on zk+1 from point zk

following the gradient of zk+1?
This is the idea behind the Proximal Point Method (PPM) [Rockafellar, 1976]. It is true that we don’t know what the

gradient of point zk+1 is before landing on it. As a result, we approximate it using the different between point zk and its
gradient V(zk). This is called the Extra-gradient (EG) method [Korpelevich, 1976]. We summarize these three methods in
Table 3 and illustrate their trajectories in Figure 3.

7
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Figure 3: Trajectory of different algorithms for a simple bilinear game: minx maxy xy.

Algorithms Update formula

Gradient Descent Ascent (GDA) zk+1 = zk − ηV(zk)
Proximal point method (PPM) zk+1 = zk − ηV(zk+1)
Extra-gradient (EG) zk+1 = zk − ηV(zk − αV(zk))

Table 3: Basic algorithms for min-max problem

3.2 Proximal Point Method

The proximal point method (PPM) minimizes the objective + a quadratic minimizer anchored at xk. This is not necessarily
easier than the original objective. But the advantage is that if the original problem is smooth and convex, adding the
regularize makes it strongly convex. This improves the convergence rate.

Definition 6 (Proximal Point Method). Consider the smooth unconstrained optimization problem minx∈Rp f (x). For a step-size
τ > 0, Proximal Point Method (PPM) can be written as follows

xk+1 = arg min
x∈Rp

{ f (x) +
1
2τ
||x − xk ||2} := proxτ f (x

k). (10)

Using the optimality condition (taking the gradient of the objective and setting it to zero) we can find the closed form
solution:

xk+1 = xk − τ∇ f (xk+1). (11)

As mentioned before, the downside is that we cannot get the gradient of the next point at the current point.

Remark.

• PPM is an implicit, non-practical algorithm since we need the point xk + 1 for its update.

• Each step of PPM can be as hard as solving the original problem.

By applying the PPM to the min-max problem we get:

min
x∈Rd

max
y∈Rn
ϕ(x, y) +

1
2τ
||x − xk ||2 −

1
2τ
||y − yk ||2, (12)

which by the optimality condition gives us:

xk+1 = xk − τ∇xϕ(xk+1, yk+1), yk+1 = yk + τ∇yϕ(xk+1, yk+1).

8
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In the vector notation this can be written as:

zk+1 = zk − τV(zk+1).

3.3 Bregman Setup

Given a convex function ω, and two points z and z′, the linearized version of ω(z) can be written using the gradient of ω
at point z′ as follows:

ω(z) = ω(z′) + ∇ω(z′)T (z − z′).

The distance between the actual value of ω(z) and its linearized version is known as the Bregman distance.

Definition 7 (Bregman Distance). Let ω : X → R be a distance generating function where ω is 1-strongly convex w.r.t. some
norm ||.|| on the underlying space and is continuously differentiable. The Bregman distance induced by ω(.) is given by:

Dω(z, z′) = ω(z) − ω(z′) − ∇ω(z′)T (z − z′). (13)

Now instead of the quadratic function we can use this distance to regularize the objective function in the PPM:

xk+1 = arg min
x∈Rp

{ f (x) +
1
τ

Dω(x, xk)}.

The Bregman distance is visualized in Figure 4.

z′

ω(z) − ω(z′) − ∇ω(z′)T (z − z′)
z

Dw(z, z′)

Figure 4: Visualization of the Bregman distance.

Choosing the negative entropy as a generating function ω(x) =
〈
x, log x

〉
, we obtain the Kullback–Leibler (KL) diver-

gence. Such ω(x) is 1-strongly convex in ||.||1 norm. This choice will allow to avoid projection in the simplex constraints
and it improves the dependence on the domain dimension.

3.4 Primal-dual Policy Learning Given the Model

We can now put together all we have learned so far in this lecture to solve the Saddle point formulation. Recall the saddle
point formulation:

min
V

max
λ∈∆S×A

(1 − γ) ⟨µ,V⟩ + ⟨λ, r + γPV − EV⟩ .

To solve for V , we use the PPM with the quadratic regularizer 1
2η ||V − VK ||2. So, we want to minimize the following

regularized objective w.r.t V :

Vk+1 = arg min
V

(1 − γ) ⟨µ,V⟩ + ⟨λ, r + γPV − EV⟩ +
1
2η
||V − VK ||2.

By taking the derivative of the regularized objective at kth iteration and setting it to zero we have:

9
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(1 − γ)µ + ⟨λk, γP − E⟩ +
1
η

(Vk+1 − Vk) = 0

⇒
1
η

(Vk+1 − Vk) = −
(
(γP − E)Tλk + (1 − γ)µ

)
⇒ Vk+1 = Vk − η

(
(γP − E)Tλk + (1 − γ)µ

)
.

For the occupancy measure we use the Bregman distance generated by the function ω(λk) =
〈
λk, log λk

〉
which is the

KL divergence. As a result, we want to maximize the following objective w.r.t λ:

λk+1 = arg max
λ∈∇S×A

(1 − γ) ⟨µ,V⟩ + ⟨λ, r + γPV − EV⟩ −
1
η

KL(λ||λk),

where KL(λ||λk) =
∑

i pi log
(

pi
qi

)
is the Kullback-Leibler divergence.

To solve this problem we introduce an auxiliary problem for any V as follows:

λV
k+1 = argmaxλ∈∇

(
⟨λ, r⟩ +

〈
V, γPTλ − ETλ

〉
+ (1 − γ) ⟨V, µ⟩ −

1
η

〈
λ, log

(
λ

λk

)〉)
.

By the optimality condition we get:

r +
〈
V, γPT − ET

〉
−

1
η
∇λ

〈λV
k+1, log

λV
k+1

λk

〉 = 0

⇒ r +
〈
V, γPT − ET

〉
−

1
η

log
λV

k+1

λk
+ 1

 = 0

⇒ η (r + γPV − EV − 1) = log
λV

k+1

λk


⇒ λV

k+1 ∝ λk expη(r+γPV−EV)

By normalizing the above formulation we get the following update for occupancy measure at iteration k + 1:

λV
k+1(s, a) =

λk(s, a) expη(r(s,a)+γ(PVk+1)(s,a)−(EVk+1)(s,a))∑
s′,a′ λk(s′, a′) expη(r(s′,a′)+γ(PV)(s′,a′)−(EVk+1)(s′,a′)) .

As a result, the Saddle point formulation can be solved via primal-dual gradient updates:

• Vk+1 = Vk − η
(
(γP − E)Tλk + (1 − γ)µ

)
• λk+1 ∝ λk expη(r+γPVk+1−EVk+1).

4 REPS Algorithm

We finally have all the tools needed to understand the relative entropy policy search (REPS) algorithm [Peters et al.,
2010]. REPS is a popular algorithm in robotics. A robot trained with REPS manages to play table tennis!

REPS applies the PPM to the dual LP using the PPM with Bregman distance. We showed in the previous section that
using the Bregman distance generated by the function ω(λk) =

〈
λk, log λk

〉
we get the following objective:

(1 − γ) ⟨µ,V⟩ + ⟨λ, r + γPV − EV⟩ −
1
η

KL(λ||λk), (14)

which led to the following update for the occupancy measure:

10
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λk+1(s, a) ∝ λk(s, a) expη(r(s,a)+γ(PVk)(s,a)−(EVk)(s,a)) .

Now we solve Equation 14 for V :

Vk+1 = argminV

⟨λV
k+1, r⟩ +

〈
V, γPTλV

k+1 − ETλV
k+1

〉
+ (1 − γ) ⟨V, µ⟩ −

1
η

〈
λV

k+1, log
λV

k+1

λk

〉 .
We replace λV

k+1 with what we found above. For ease of notation we consider N =
∑

s′,a′ λk(s′, a′) expη(r(s′,a′)+γ(PV)(s′,a′)−(EV)(s′,a′)).
We have:

log
λV

k+1

λk

 = η (r + γPV − EV) − log N

⇒ Vk+1 = argminV

⟨λV
k+1, r⟩ +

〈
V, γPTλV

k+1 − ETλV
k+1

〉
+ (1 − γ) ⟨V, µ⟩ −

1
η

〈
λV

k+1, log
λV

k+1

λk

〉
= argminV

(
⟨λV

k+1, r⟩ +
〈
V, γPTλV

k+1 − ETλV
k+1

〉
+ (1 − γ) ⟨V, µ⟩ −

1
η

〈
λV

k+1,
(
η (r + γPV − EV) − log N

)〉)
= argminV

(
(1 − γ) ⟨V, µ⟩ +

1
η

〈
λV

k+1, log N
〉)

= argminV

(
(1 − γ) ⟨V, µ⟩ +

1
η

〈
λV

k+1, 1
〉

log N
)

(as log N is a scalar)

= argminV

(
(1 − γ) ⟨V, µ⟩ +

1
η

log N
)

(as λV
k+1 is normalized and thus

〈
λV

k+1, 1
〉
= 1)

= argminV

(1 − γ) ⟨V, µ⟩ + 1
η

log
∑
s′,a′
λk(s′, a′) expη(r(s′,a′)+γ(PV)(s′,a′)−(EV)(s′,a′))

 .
Putting together the obtained formulations for λk+1 and Vk+1 we arrive to the REPS algorithm.

Algorithm 1 REPS Algorithm
1: for each iteration k = 1, ...,K do
2: Solve the problem

Vk+1 = argminV

(1 − γ) ⟨µ,V⟩ + 1
η

log
∑
s,a

λk(s, a) expη(r(s,a)+γ(PV)(s,a)−(EV)(s,a))


3: Update the occupancy measure:

λk+1(s, a) ∝ λk(s, a) expη(r(s,a)+γ(PVk)(s,a)−(EVk)(s,a))

4: end for

Algorithm Oracle Complexity

REPS
Exact gradient O

(
|S|3/2

(1−γ)2ϵ2

)
Stochastic Biased Gradients O

(
|S|3/2

(1−γ)8β2ϵ8

)
Table 4: Sample complexity of the REPS algorithm with exact gradient and stochastic bias gradient oracles.
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Table 4 summarizes the sample complexity of the REPS algorithm. When the oracle is the exact gradient REPS
achieves the best known complexity. The stochastic biased gradient solves the exploration problem assuming λk(s, a) ≥
β > 0.

5 Conclusion

In this lecture, we studied the Linear Programming approach to Reinforcement Learning. LP allows us to formulate
RL as a convex optimization problem. We introduced the primal and dual LP which are equivalent formulations of the
RL objective. Combining the primal and dual LP we reached the Saddle point formulation. We also talked about the
Proximal Point Method (PPM) which we used to solve the Saddle Point problem. Finally, we applied PPM to the dual
LP to obtain the famous REPS algorithm.
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